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Abstract 

Nonverbal behavior plays an integral part in a majority of social interaction scenarios. 

Being able to adjust nonverbal behavior and influence otherôs responses are considered 

valuable social skills.  

A deficiency in nonverbal behavior can have detrimental consequences in personal as 

well as in professional life. Many people desire help, but due to limited resources, logistics, 

and social stigma, they are unable to get the training that they require. Therefore, there is a 

need for developing automated interventions to enhance human nonverbal behaviors that are 

standardized, objective, repeatable, low-cost, and can be deployed outside of the clinic. 

In this thesis, I design and validate a computational framework designed to enhance 

human nonverbal behavior. As part of the framework, I developed My Automated 

Conversation coacH (MACH)ða novel system that provides ubiquitous access to social skills 

training. The system includes a virtual agent that reads facial expressions, speech, and 

prosody, and responds with verbal and nonverbal behaviors in real-time.  

As part of explorations on nonverbal behavior sensing, I present results on 

understanding the underlying meaning behind smiles elicited under frustration, delight or 

politeness. I demonstrate that it is useful to model the dynamic properties of smiles that 

evolve through time and that while a smile may occur in positive and in negative situations, 

its underlying temporal structures may help to disambiguate the underlying state, in some 

cases, better than humans. I demonstrate how the new insights and developed technology 

from this thesis became part of a real-time system that is able to provide visual feedback to 

the participants on their nonverbal behavior. In particular, the system is able to provide 

summary feedback on smile tracks, pauses, speaking rate, fillers and intonation. It is also able 

to provide focused feedback on volume modulation and enunciation, head gestures, and 

smiles for the entire interaction. Users are able to practice as many times as they wish and 

compare their data across sessions.  

I validate the MACH framework in the context of job interviews with 90 MIT 

undergraduate students. The findings indicate that MIT students using MACH are perceived 

as stronger candidates compared to the students in the control group. The results were 

reported based on the judgments of the independent MIT career counselors and Mechanical 

Turkersô, who did not participate in the study, and were blind to the study conditions. 

Findings from this thesis could motivate further interaction possibilities of helping people 

with public speaking, social-communicative difficulties, language learning, dating and more. 
 

Thesis Supervisor: Rosalind W. Picard 

Title: Professor of Media Arts and Sciences, Program in Media Arts and Sciences, MIT 
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Chapter 1: Introduction  

As computers take on a ubiquitous role and intertwine themselves into our lives in 

many forms and shapes, they are still fundamentally limited in understanding and responding 

to our nonverbal cues. The limitation could be attributed to our own lack of understanding for 

the full range of human communication. As we take incremental steps to enhance the 

theoretical and computational understanding of nonverbal behaviors, what new interaction 

possibilities might it unveil with our computers? What might that interface look like? 

Nonverbal behaviors are fundamentals human face-to-face communication (Albert 

Mehrabian, 2008) . Nonverbal behaviors are used by those around us to define our feelings 

and personality, and these impact our relationships and likelihood of being successful. Is it 

possible to use automated technology to enhance human nonverbal behaviors in contexts such 

as social interactions, job interviews, public speaking, language learning, training medical 

professionals, counseling, delivering customer service, or dating? 

In this thesis, I design, develop, and evaluate a new possibility of interacting with 

computers to enhance human nonverbal skills. The system has been contextualized to help 

people improve nonverbal behaviors in job interviews. As part of the exploration of 

technology development, I present new studies on understanding expressions that provide 

explanations to the existing theory as well as contradict it. I demonstrate how the generated 

knowledge could be applied towards nonverbal sensing, and representation, and an interactive 

learning system to enhance human nonverbal behaviors, offering new insights and interaction 

possibilities.     

1.1 SCENARIO  

Let us consider Bob, a young teen diagnosed with social difficulties, including 

difficulty engaging with people in face-to-face scenarios. Bob finds the social rules of taking 

turns, making eye contact, and smiling to be polite, confusing. His difficulties in socially 

interacting with others have only met with taunting, bullying and rejection by his peers. As a 

result, Bob now has retreated into an online world. It is a fun experience for Bob to practice 

social language and conversation, and make new friends through online interaction, but he 

still craves real face-to-face interactions. He wishes to practice his social interactions, but 

fears social stigma. Is it possible for Bob and others to practice and improve social 

interactions in their own environment so that they could control the pace of the interaction, 

practice as many times as they wish and still be in the driverôs seat of the interaction?     
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1.2 NONVERBAL BEHAVIOR  

Face-to-face interaction is like dancing, where people continuously adjust their 

behaviors based on the actions of their interlocutor (L. P. Morency, 2010). During 

conversations, humans rely on the behaviors of their conversational partners to decide on the 

next set of actions. Often they try to encode óextra informationô with their behaviors to 

strengthen (e.g., affirmation), supplement (e.g., pointing) and contradict (e.g., sarcasm) what 

they say. According to Mehrabian et al. (A Mehrabian, 1968), Birdwhistel et al. (Judee K 

Burgoon & Buller, 1994), and Burgoon et al. (Birdwhistell, 1970), the extra information, 

known as nonverbal behavior, is more significant than the spoken words.  

According to Duncan (Duncan Jr. Starkey, 1969), nonverbal behaviors  include, 1) 

body motion or kinesic behavior (gesture and other body movements, including facial 

expressions, eye movement, and posture); 2) paralanguage (voice qualities, speech non-

fluencies, and such non-language sounds as laughing, yawning and grunting); 3) proxemics 

(use of social and personal space); 4) olfaction; 5) skin sensitivity to touch and temperature; 

and 6) use of artifacts, such as dress and cosmetics.  

In this thesis, I focus more on paralanguage (e.g., intonation) and facial expressions, 

relate them with social skills, and motivate the scientific findings and technology 

development in relation to enhancing human nonverbal skills.  

1.2.1 Importance of Nonverbal Behavior in Building Social Skills  

Nonverbal behavior plays an integral part in a majority of social interaction scenarios. 

Being able to adjust nonverbal behavior and influence othersô responses are considered 

valuable social skills (Ferris, Witt, & Hochwarter, 2001).  For example, greater interpersonal 

skills are shown to be a predictor of better performance in school (Halberstadt & Hall, 1980; 

Nowicki Jr. & Duke, 1994). In the context of doctor-patient interactions, doctors with a 

higher level of nonverbal skills are perceived as more competent and caring (Blanch, Hall, 

Roter, & Frankel, 2009). For businesses and customer-facing individuals, nonverbal skills 

play a role in signaling trustworthiness to boost their business (Wood, 2006).  

Studies have found that nonverbal behavior bivariately relates to contextual 

performance in teamwork (Morgeson, Reider, & Campion, 2005).  Teamwork requires 

coordination skills to share the workload with each other, where nonverbal behavior plays an 

important role (Campion, Medsker, & Higgs, 1993). Of individuals with high general mental 

ability, those with higher social skills were associated with higher salaries (Ferris et al., 

2001). 

Nonverbal behaviors are also indicative of affinity in social relationships. For example, 

in 1992, Gottman and Buehlman conducted a study in which they interviewed couples with 

children and analyzed their nonverbal behaviors. They were able to develop a discriminant 
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function using an a posteriori modeling technique that could predict who divorced with 94% 

accuracy (Buehlman, Gottman, & Katz, 1992). In a follow-up study in 1998, Gottman 

predicted which newlywed couples would remain married four to six years later (Gottman, 

2003). Gottmanôs latest study in 2000 found that his model had 87.4% accuracy in predicting 

divorce in the first 5 years of marriage (Carrère, Buehlman, Gottman, Coan, & Ruckstuhl, 

2000). 

Research has shown that the job interview is an effective construct for evaluating social 

skills  (Allen I Huffcutt, Conway, Roth, & Stone, 2001; Posthuma, Morgeson, & Campion, 

2002). Through the employment interview, employers can gauge how potential employees 

will interact with other employees. Studies found that the most important constructs in 

employment interviews are ñpersonality traits and social skillsò (Allen I Huffcutt et al., 2001). 

Given the importance of social skills in most customer-facing jobs, big companies like 

Walmart, Nike, Starbucks, Dunkinô Donuts, and eBay use automated web-based technologies 

like HireVue (ñHireVue,ò n.d.) and JobOn (ñJobOn,ò n.d.) that require candidates to record 

answers to interview questions to be assessed by the company later. Using these recordings, 

employers eliminate unfavorable candidates, often using simple behavioral rules. For 

example, Holiday Inn was reported to eliminate candidates who smiled less than a given 

threshold during interviews (LaFrance, 2011). Such practices highlight the changing nature of 

technology use for assessment in professional placement and underline the growing need for 

technologies that help people improve their communication skills in such contexts. 

 

1.2.2 Importance of Automated Nonverbal Social Skills Training  

Feldman et al. (Feldman, Philippot, & Custrini, 1991a) hypothesize people who are 

socially deficient  may suffer from a lack of nonverbal decoding and encoding skills. One of 

the health conditions includes Aspergerôs Syndrome, which is an Autism Spectrum Disorder 

(ASD) and is characterized by difficulties in social and nonverbal interactions (Attwood & 

Lorna, 1998). One of the health conditions includes Aspergerôs Syndrome, which is an 

Autism Spectrum Disorder (ASD) and is characterized by difficulties in social and nonverbal 

interactions (Attwood & Lorna, 1998). While people with Aspergerôs Syndrome have normal 

or above-average intelligence, they have less well developed social skills (Krieger, 

Kinébanian, Prodinger, & Heigl, 2012). Along with implications in personal life, social 

difficulties make it difficult  for these individuals to seek employment and retain their job. 

Howlin  (Howlin, 2000) summarizes the relevant literature and concludes that 45-95% of  

individuals with Aspergerôs Syndrome have a high probability of  being  unemployed. 

According to Muller et al. (Muller, Schuler, Burton, & Yates, 2003), people with Aspergerôs 
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Syndrome have trouble adapting to their environment, job routines, and interacting with 

employers and co-workers. 

Another common and debilitating health condition is social phobiað the fear of being 

judged by others and of being embarrassed. Social phobia afflicts 13% of the population, 

propagates to major difficulties in professional, academic, and social life, and could result in 

drug and alcohol addiction in an attempt to self-medicate (Craske, 1999)(Ruscio et al., 2008).  

Unfortunately, it is difficult for people to gain access to help due to unavailability of 

resources, experts, and logistics. Hilton et al. (Hilton, Scuffham, Sheridan, Cleary, & 

Whiteford, 2008) states that only 22% of U.S. workers with high levels of psychological 

distress receive intervention. A typical therapy or intervention is conducted weekly or 

biweekly, and it is difficult for people to take time off from work, arrange child care, and 

justify a possibly long traveling time (Cartreine, Ahern, & Locke, 2010). Therefore, there is a 

need for developing automated interventions to enhance human nonverbal behavior that are 

standardized, objective, repeatable, low-cost, and can be deployed outside of the clinic.  

1.3 CAN COMPUTERS RECOGNIZE NONVERBAL BEHAVIORS ? 

In order to develop automated systems to help people enhance nonverbal social skills, 

computers need to recognize the nonverbal behaviors. But nonverbal behaviors are known to 

be subtle, multidimensional, noisy, overlapping, and often contradictory, making it an 

extremely difficult problem for computers to reliably recognize them (M. Hoque, Mcduff, 

Morency, & Picard, 2011). Consider the computational challenges involved in understanding 

and recognizing nonverbal behaviors. Let us examine the game of chess. The first player can 

open with any of the 20 actions, and the second player can do the same. Therefore, after the 

first two moves, there are 20 x 20 = 400 branches to specify. Based on those numbers, 

according to Skeath and Dixit (Dixit & Skeath, 2004), the number of possible moves in chess 

is on the order of 10120. A computer making a billion calculations a second would take 

approximately 3x10103 years to consider all of these moves. Due to the complexity involved in 

considering all the moves in chess, it has become a common platform for computer theorists 

to design new optimization algorithms and complexity analysis. Let us contrast the game of 

chess with nonverbal behaviors. Using the 43 muscles of our face, it is possible for humans to 

produce approximately 10,000 unique facial expressions in any given time (human timing is 

in milliseconds) (Ekman & Friesen, 1978). In other words, for two people interacting, the 

number of possible facial paths after the opening moves would equal 10,000 x 10,000 = 

100,000,000. There are also other nonverbal modalities such as prosody, gestures, and body 

movements. This creates a grand challenge in the field of computing, requiring breakthroughs 

in multiple areas. Despite the challenges, the affective computing community has come a long 

way in developing computational frameworks that can model the interplay, redundancy, and 
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dependency among the affective modalities. This thesis takes an exploratory step in that 

direction.  

1.3.1 Facial Expressions 

Paul Ekman and his colleagues first introduced the notion of six basic emotions: 

surprise, fear, happiness, sadness, anger, and disgust (Ekman & Friesen, 1978). They argue 

that the basic emotions are the basis for all human emotions. Given the theory and availability 

of data, most of the previous exploratory studies have attempted to classify so-called ñbasic 

emotionsò from images and videos ((Keltner & Ekman, 2000), (Juslin & Scherer, 2005) as 

reported in (Gunes & Pantic, 2010)). 

Basic emotions are widely believed to be universally expressed, and their dynamics are 

typically much stronger than in spontaneous day-to-day facial expressions, which make them 

a natural place to start training expression recognition systems. Also, given that the majority 

of the available affective datasets contain basic emotions, it is desirable to work on them 

towards developing a common benchmark. However, it is also important to push the 

boundary of understanding the nuances of facial expressions with naturalistic data congruent 

with relevant tasks. This phenomenon has been echoed by many individuals diagnosed with 

autism who find it difficult to apply universal emotions to more naturalistic expressions. For 

example,   

 

éShe said that she could understand ñsimple, strong, universalò emotions 

but was stumped by more complex emotions and the games people play.  ñMuch of 

the time,ñ she said, ñI feel like an anthropologist on Mars.ò .. She has instead to 

ñcomputeò othersô intentions and states of mind, to try to make algorithmic, 

explicit, what for the rest of us is second nature.  

-Interview with Temple Grandin, by Oliver Sacks (Sacks, 1995) 

1.3.2 Prosody 

Studies suggest that how we say things is as important as what we say (Albert 

Mehrabian, 2008) (Judee K Burgoon & Buller, 1994) . The phenomenon of adding extra 

information by varying the rhythm and melody of spoken language is called prosody (Hirst & 

Di Cristo, 1998)(Cutler, Dahan, & Van Donselaar, 1997). The features of prosody include 

pitch (F0) (slope, contour type, discontinuity), speaking rate (phoneme duration, lengthening, 

pause behavior), loudness (energy, perception), voice quality (used for emotion). Our ability 

to respond to prosody is innate; even newborns can extract and respond to prosody from 

spoken words (Sambeth, Ruohio, Alku, Fellman, & Huotilainen, 2008).  

Prosody is pervasive. It can convey meaning at many different levels. For example, 

Bolinger (Bolinger, 1989) states that using prosody we could change our focus (Turn right | 
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Turn RIGHT), syntax and phrasing (Turn right. | Turn. Right.), pragmatic functions (Turn 

right. | Turn right?), and affect and emotion (annoyance, panic). Even the two letter word 

ñOKò can have several meanings based on its prosodic contour (M. E. Hoque, Yeasin, & 

Louwerse, 2006), as shown in Figure 1-1.  

1.3.3 Speech 

Speech is a very important modality in the context of Human-Computer Interaction. 

Spoken language is meant to be heard, not read. When speech is automatically recognized by 

an Automated Speech Recognizer (ASR), it is represented with text, and thus loses its 

dynamicity, structure (punctuation, capitalization, formatting), and, most importantly, the 

tone. In this thesis, I present a framework that is able to capture the relevant nuances from 

spoken language in real-time. 

1.4 AFFECTIVE FRAMEWORK AND NONVERBAL SKILLS  

Consciously or unconsciously, humans exhibit numerous nonverbal behaviors using 

vocal nuances, facial expressions and body postures to communicate their intentions and 

feelings. During face-to-face interactions, those behaviors take precedence over the spoken 

words.  

 

 

(a)Confusion (b)Flow 

 
 

(c)Delight (d)Neutral 

Figure 1-1. Pictorial depiction of the word ñOKò uttered with different intonations to express 

different emotions (a) Confusion, (b) Flow, (c) Delight, (d) Neutral 
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An automated system that can capture and interpret the full range of nonverbal cues, 

and allow humans to practice and enhance their nonverbal skills, remains an open problem. 

To develop such a framework is an ambitious undertaking.  

In this thesis, I present new studies on understanding expressions that extend 

explanations to the existing theory as well as contradict it. I also demonstrate how the 

knowledge generated could be applied towards automated classification of affective states 

offering new insights and interaction possibilities to enhance human nonverbal behaviors 

(Figure 1-2).  

 

1.5 AIM S AND CHALLENGES  

The sensing of nonverbal behavior needs to go beyond the basic emotions, and interpret 

and incorporate more difficult subtle and naturalistic behavior. What are the elements of 

spontaneous datasets that make them so much more difficult? How are they different? Is there 

a surprising element present? Can we go beyond the naµve interpretation of ña customer is 

smiling, therefore, the customer must be satisfiedò and automatically infer the underlying 

meaning behind expressions? This thesis takes on these questions through explorations of 

new studies, dataset, and algorithm development.  

 

Figure 1-2. Outline of thesis aims and future possibilities. Future possibilities are displayed in shades. 
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For a computer, nonverbal behaviors are nothing but a multidimensional array of 

numbers. Representing those numbers in a format to the users, with little or no experience, 

and expecting them to understand and interpret them is still an open problem. In this thesis, I 

present iterations with real users towards designing the final interface for users to understand 

and reflect on their nonverbal behaviors.   

Human interpretation of nonverbal behaviors is subjective. The behaviors are 

dependent on the application and individual interpretation. Computation, on the other hand, is 

objective. Modeling the subjective judgment of nonverbal behavior for a given context using 

objective data remains an open problem. In this thesis, I focus on developing technology and 

designing an intervention that allows users to combine human subjectivity with automatically 

computed objective nonverbal data. For example, first, I design an intervention allowing users 

to interact with a professional career counselor, in the context of a job interview, to obtain 

feedback on their nonverbal behavior. Second, the users were invited to interact with an 

automated system on their own as much as they wished, for the purpose of reflecting on the 

systemôs feedback to enhance their nonverbal behavior. Third, the users would come back and 

interact with the same counselor in the job interview scenario. This approach allows users to 

engage with an objective automated system, using subjective expert opinion from the 

counselor as a guideline. This method also makes possible a comparative behavior measure of 

the user as they interact with the human expert before and after using the system, a study we 

conduct in this thesis.   

The overall aim for this thesis is twofold: first, to expand our theoretical knowledge of 

nonverbal behavioral understanding and sensing; second, to push the boundary of real-time 

nonverbal behavior recognition by creating an interactive system to help people enhance their 

nonverbal skills.  

In this thesis, the nonverbal sensing is focused on audio and video only, with future 

plans to incorporate other sensors. Towards developing a proof-of-concept, an interaction 

scenario of job interviews has been defined. The goal is to determine whether it is possible for 

humans to enhance their nonverbal skills through interaction and affective feedback through 

an automated system. Future interaction possibilities include public speaking, social 

difficulties, dating, language learning, medical clinical settings, customer service, and more.  

1.6 THESIS CONTRIBUTIONS  

The contributions of this thesis intersect fields of human-computer interaction (HCI), 

computer vision, machine learning, multimodal interfaces, and experimental psychology. The 

contributions are theoretical, methodological, and practical.   
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¶ I design a new interaction scenario with computers that could provide affective feedback 

to enhance human nonverbal skills. To further the concept, I developed a system called 

ñMACH: My Automated Conversation coacHò consisting of a 3D character that is able to 

ñsee,ò ñhear,ò and ñrespond,ò in real-time using a webcam and a built-in microphone. 

MACH is a real-time framework that can recognize spoken utterances (along with their 

prosodic contours) and facial expressions (smiles and head gestures). In addition, MACH 

uses the sensed data to drive the behaviors and actions of a conversational virtual agent 

and provide naturalistic affective feedback within a given context.  

 

¶ I present computational evidence of humans demonstrating facial signatures of delight 

while experiencing frustrating stimuli, contradicting the popular belief that ñtrue smilesò 

mean you are happy. An example is shown in Figure 1-3. 

 

 

¶ I present new findings on morphological and dynamic properties of polite and amused 

smiles in the context of natural face-to-face interactions, confirming and furthering the 

existing literature of smiles. I analyze naturally occurring instances of amused and polite 

smiles in the context of banking, noting also if they were shared, which I defined as the 

rise of one starting before the decay of another. My analysis confirms previous findings 

showing longer durations of amused smiles, while also suggesting new findings about the 

symmetry of smile dynamics. I report more symmetry in the velocities of the rise and 

decay of the amused smiles, and less symmetry in the polite smiles. I also find the fastest 

 
 

Figure 1-3. A participant demonstrating an expression usually associated with ñdelightò (AU 6 

and AU 12) while experiencing a frustrating stimulus.  
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decay velocity for polite but shared smiles. These findings are steps towards creating a 

taxonomy of smiles and other relevant expressions. 

 

¶ I have used and validated a machine learning algorithm that can model the temporal 

patterns of smiles and can classify different smiling instances as accurately as humans, or 

better. The study reveals that the happy smiles build up gradually, while frustrated smiles 

appear quickly but fade fast. This work opens up possibilities of providing better ways to 

help people disambiguate similar expressions with different meanings.  

 

¶ I develop and evaluate a novel data visualization that automatically gathers and represents 

multidimensional nonverbal cues in an educational and intuitive interface. The interface 

allows users to understand, reflect on, and interpret their behaviors. The interface was 

designed using a user-centric iterative approach to automatically capture the nonverbal 

nuances of interaction. 

 

¶ I validate the MACH framework in the context of job interviews with 90 MIT 

undergraduate students. I designed a weeklong intervention to measure the effect of 

MACH. The findings indicate that MIT students using MACH being perceived as 

stronger candidates compared to the students in the control group. The results were 

reported based on the judgments of the independent MIT career counselors and 

Mechanical Turkers, who did not participate in the study, and were blind to the study 

conditions.  

 

1.7 OTHER RELEVANT CONTR IBUTIONS  

As a Ph.D. student, I have worked on other projects that indirectly influenced my PhD 

dissertation. Here, I provide short descriptions of my contributions to those projects. 

1.7.1 Speech Games for Children on the Autism Spectrum 

I developed rapidly customizable speech-enabled games to help people with speaking 

deficiencies (e.g., speaking rate, loudness). The platform allowed participants to control the 

characters of the games by modifying certain properties of their speech. The games were 

made open source and are freely available for people who may not otherwise have the ability 

to spend $2000-4000 per license (as sold by Visi-PitchÊ) for games with fewer features and 

no customization capability. As part of a team, I ran a 6-week-long intervention with eight 

participants to demonstrate that a subgroup of individuals on the autism spectrum can benefit 

from computerized therapy sessions in addition to or in place of conventional therapy ð a  
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useful option for individuals who do not have regular access to speech-language therapists. 

This work has resulted in a publication (M. E. Hoque, Lane, Kaliouby, Goodwin, & Picard, 

2009).  

 

1.7.2 MIT Mood Meter  

I designed the computer vision system of ñMIT Mood Meterò that counted smiles of 

people in four different public spaces of MIT using cameras. By sensing data in real-time, we 

presented a map of MIT as a heat map of smiles, refreshed every 2 seconds on the World 

Wide Web. With data collected for more than 10 weeks, we were able to objectively answer 

questions such as whether students from one department smile more than another, and 

whether people smile less during midterms. This was one of the pioneering examples of 

testing computer vision algorithms through a real-world deployment and collecting data to 

draw new insights. This work has resulted in a publication (Hernandez, Hoque, Drevo, & 

Picard, 2012).   

 

 

Figure 1-4. A session between a speech therapist and a participant with speech difficulties. The 

laptopôs screen is being projected into the other monitor, so that the participant sees what the 

therapist sees, while sitting face-to-face. The bottom half of the screen shows the screen shots of 

speech-enabled interactive games.   
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1.8 THESIS OUTLINE  

The outline for the remainder of the thesis is as follows.  

 

Chapter 2: Background 

The research described in this dissertation draws inspiration from several areas of research, 

including nonverbal behaviors, social/technical interventions, nonverbal behavior sensing, 

nonverbal data visualization, and conversational virtual agents. This chapter presents 

theoretical background and describes the relevant work, highlighting the existing lack of 

technology to provide automated nonverbal sensing with feedback to humans in an agent-

human interaction and the application of such technology to training scenarios.    

Chapter 3: Job Interview ï An Interaction Scenario 

This chapter uses a job interview as a possible scenario of helping people with their nonverbal 

social skills. Among most of the social interactions, job interviews follow a predictable turn-

taking structure which is easier to model. It describes a job interview study with 28 interview 

sessions, involving employment-seeking MIT students and career counselors, and its 

outcome. The analysis of the study informs the contextual inquiry of nonverbal behavior 

modeling of the interviewer as well as the structure of the feedback provided to the 

interviewee.  

 

 

 

Figure 1-5. The interface of the MIT Mood Meter which was deployed at 4 different locations of 

MIT for 10 weeks.  
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Chapter 4: Technology Design, Development, and Explorations 

This chapter explores technologies that can automatically capture nonverbal behaviors and 

use the sensed data to drive the behaviors of the conversational virtual agent. As part of the 

exploration, it describes a series of studies investigating the morphological and signal-level 

differences of smiles expressing frustration, delight, or just politeness. This chapter describes 

a machine learning algorithm that can model the temporal patterns of the smiles and predict 

its underlying meaning as good as humans or better.  It also provides details on the relevant 

prosodic properties of speech, their characteristics, and the challenges of automatically 

computing them.  

 

Chapter 5: Training Interfaces for Social Skills 

This chapter describes the process that I followed to represent nonverbal behavior as part of 

training interfaces. I present prototypes and user evaluations of four successive interfaces 

informed by our intuitions, previous work, and user studies. This chapter contains the 

ñlessons learnedò on each iteration, and describes how I continuously incorporated the user 

feedback to inform the design of the next prototype.    

 

Chapter 6: My Automated Conversation coacH (MACH)  

In this chapter, I bring together theoretical knowledge and technology developed from the 

exploration and user-centric training user interfaces to form an automated affective 

framework, My Automated Conversation coacH (MACH). MACH consists of a 

conversational virtual agent that is designed to enhance the nonverbal skills of users in the 

context of job interviews. The chapter ends with a description of the technical modules 

contributing to the behavior synthesis aspects of MACH.       

 

Chapter 7: Evaluation of MACH in the Job Interview Scenario 

This chapter describes the experimental set-up that was designed to validate the effectiveness 

of MACH. There were 90 MIT students who interacted with MACH in the context of a job 

interview. The chapter reports the summary of the results from four different measures along 

with a discussion.  

 

Chapter 8: Discussion, Conclusions and Future Directions 

This chapter summarizes the main contributions of this thesis and highlights some 

remaining challenges and limitations.    
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Chapter 2: Background 

This thesis draws upon many areas, including nonverbal behaviors, behavioral 

interventions, automated nonverbal sensing, visualization of nonverbal data, and 

conversational virtual agents. This chapter provides theoretical background along with 

relevant technical details in all those areas. This chapter highlights the fact that while 

nonverbal behavior is extremely useful for interlocutors in many face-to-face interaction 

scenarios, the rules for nonverbal behavior could conflict depending on the context.  

A literature review provides evidence that behavioral interventions to improve 

nonverbal social skills confront many challenges, including ensuring that the skill generalizes 

beyond the given task. In addition, this chapter describes the limitations of the existing 

affective multimodal systems in terms of sensing that allows users to understand, interpret, 

and enhance their nonverbal behaviors in a given interaction scenario; and it highlights the 

opportunity to contribute to this research space.  

2.1 SOCIAL NONVERBAL  SKILLS  

2.1.1 What Are Nonverbal Behaviors? 

A majority of the information during face-to-face interactions gets communicated 

nonverbally (Birdwhistell, 1970; Judee K Burgoon & Buller, 1994; A Mehrabian, 1968). My 

working definition in this thesis for ñnonverbal behaviorsò includes all the communicative 

modalities expressed from a person that are not verbal. However, given the large body of 

literature in this research space, there exist many definitions of nonverbal behaviors. Below I 

provide a summary.    

According to Argyle (Argyle, 1969), nonverbal behavior includes bodily contact, 

posture, physical appearance, facial and gestural movement, direction of gaze and 

paralinguistic variables of emotional tone, timing, and accent. Duncan (Duncan Jr. Starkey, 

1969) divides nonverbal communication into five components: 1) body motion or kinesic 

behavior (gesture and other body movements, including facial expressions, eye-movement, 

and posture); 2) paralanguage (voice qualities, speech non-fluencies, and such non-language 

sounds as laughing, yawning and grunting); 3) proxemics (use of social and personal space); 

4) olfaction; 5) skin sensitivity to touch and temperature; and 6) use of artifacts, such as dress 

and cosmetics. Knapp (Knapp, 1972) includes body motion, or kinesic behavior, facial 

expression, physical characteristics, eye behavior, touching behavior, paralanguage, artifacts, 

and environmental factors as nonverbal behaviors. Harrison et al. (Harrison, n.d.) divide the 
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nonverbal behavior domain into four codes: performance codes based on bodily actions; 

artifactual codes (the use of clothing, jewelry, etc.); mediational codes involving manipulation 

of the media; and contextual codes such as employment of nonverbal signs in time and space. 

Harper et al. (Harper, Wiens, & Matarazzo, 1978) narrow their consideration of nonverbal 

phenomena to those that are the most relevant to the structure and occurrence of interpersonal 

communication, and the moment-to-moment regulation of the interaction. In summary, most 

of the definitions generally revolve around body area and body activities. Several of them 

mention artifacts. Most of the definitions focus on the use of paralanguage and manipulation 

of facial expressions under nonverbal behavior. In this thesis, I focus more on paralanguage 

(e.g., the intonation) and facial expressions, and motivate the rest of the thesis based on those 

two modalities.  

2.1.2 The Codebook of Nonverbal Behaviors 

 

We respond to gestures with an extreme alertness and, one might almost say, 

in accordance with an elaborate and secret code that is written nowhere, 

known by none, and understood by all. ï Edward Sapir (1927) 

 

As Sapir observed, nonverbal behaviors are ubiquitous but often not understood. The 

behaviors are known to be subtle, fleeting, contextual, and often contradictory. Consider 

speaking rate as an example. There are no strict rules on how fast one should speak to be 

effective. A rapid speaking rate could be interpreted as someone having a lot of confidence, or 

a nervous speaker rushing to conclude. Similarly, people who speak slowly may be regarded 

as having high status or being knowledgeable. There are stereotypes with voice pitch as well. 

One may associate a deep-pitched voice with a big male and a high-pitched voice with a small 

female. Pausing may be a sign of embarrassment or oppression, but it can also be a sign of 

respect or building up of suspense. 

Vocal cues are an example of nonverbal behavior that can express information about 

various features of the speaker such as physical characteristics, emotional state, and 

personality (Kramer, 1963). Vocal cues can be persuasive for children as young as 12 months 

old (Vaish & Striano, 2004). Varying pitch and volume can help clarify messages, pose 

questions, or establish the ideal tone. Vocal cues can also express negative traits. Vocalized 

pauses or fillers such as ñahò or ñumò are distractions that may express nervousness or lack of 

sincerity of the speaker. The meaning of nonverbal behaviors could be strengthened or 

contradicted when they are combined with multimodality. For example, leaning backward 

with an absence of smiles is considered more disengaged than just absence of smiles.  
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Nonverbal behavior can also act as relational communication. Oneôs nonverbal cues 

can show dominance or intimacy regarding a relationshipðhow one feels about the 

relationship with the person with whom one is communicating. Dominance is characterized 

by ñexerting control over conversational distance,ò ñless smiling,ò and ñgreater postural 

relaxationò (J. K. Burgoon, 1985). In contrast, non-dominance has been characterized by 

more smiling, laughing, and shrugging of shoulders (J. K. Burgoon, 1985). Mignault & 

Chauduri mentioned that dominance or non-dominance could be conveyed with subtle 

changes in head movement (Mignault & Chaudhuri, 2003). For example, the head being 

directed upward can express dominance, while upward head tilts can convey non-dominance 

(Mignault & Chaudhuri, 2003). Carney et al., associated dominance with larger gestures 

(Carney, Hall, & LeBeau, 2005). Intimacy can also be conveyed through nonverbal behavior 

such as close physical proximity, open body posture, and eye contact(Andersen & Sull, 1985). 

Researchers have also reported gender effects with nonverbal behaviors. For example, 

Mast and Hall found that women exhibit higher status with a downward head tilt, while males 

exhibit higher status with ñformal dress and a forward leanò (Mast & Hall, 2004).  

 Nonverbal behavior is expanding to new areas such as mediated communication as 

more people begin to interact online as opposed to face-to-face. There is a transition from 

text-based computer-mediated communication to computer-mediated interaction given the 

emergence of Internet-based 3D virtual environments and avatars to represent users. This 

transition challenges the prevailing theories and definitions of nonverbal behavior for the 

analysis of computer-mediated interaction (Antonijevic, 2008). For many, attractiveness has 

become a function of online representation and expressions, and less about physical attributes. 

Many believe that online nonverbal behavior will have an impact on attraction in the future 

(Levine, 2000). 

Nonverbal behaviors contribute to developing rapport in face-to-face interactions 

(Tickle-Degnen & Rosenthal, 1990). Rapport is the basis of understanding and 

communicating with coworkers and business partners. People can use nonverbal behaviors 

such as a smile, an open stance, and eye contact to establish rapport. Another technique for 

nonverbal communication that helps build rapport is mirroring. By paralleling a conversation 

partnerôs breathing, speaking rate, tone of voice, body language, mirroring can enhance 

communication and rapport. 

2.1.3 Why Are Nonverbal Behaviors Important? 

Understanding nonverbal behavior and being able to respond to it are considered very 

important aspects of communication (J. A. Hall & Bernieri, 2001a). It has been hypothesized 

by Feldman et al. that nonverbal communication is a form of social skill that is prevalent 

among people who are viewed as socially competent (Feldman, Philippot, & Custrini, 1991b). 
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People who are sensitive to nonverbal behaviors are perceived as more empathetic and 

tolerant. They appear to have high levels of engagement, emotional competence, skills, and to 

be more likely to have succeeded as supervisors, negotiators, or sales-persons [62].   

Greater interpersonal skills are also shown to be a predictor of better performance in 

school (Halberstadt & Hall, 1980; Nowicki Jr. & Duke, 1994), (Kupersmidt, Coie, & Dodge, 

1990; Ladd, 1990; Parke et al., 1997; Patrick, 1997; Ray & Elliott, 2006; Welsh, Parke, 

Widaman, & OôNeil, 2001; Wentzel, 1991a, 1991b)). A relevant study conducted on Hispanic 

teenagers in the United States  demonstrated that their ability to understand nonverbal 

elementsðdue to their lack of fluency in Englishðis boosting their academic self-

confidence, and as a result their school performance as well ((Acoach & Webb, 2004), cited 

by (Ivan & Duduciuc, 2011)). 

In the context of doctor-patient interactions, doctors who are sensitive to nonverbal 

skills are perceived as more competent and caring. For example, Hall et al. demonstrated that 

future doctors who had received higher scores on standardized tests were perceived as more 

engaged, less distressed, and received a higher rating of service during a standard patient visit 

(Blanch et al., 2009).  For a detailed discussion, see Hartigan (Hartigan, 2011). 

Nonverbal skills also play a role in signaling trustworthiness in face-to-face 

interactions. Wood et al. highlighted the importance of the nonverbal communication between 

the sender and the receiver in the context of sales-people and customers (Wood, 2006). Wood 

et al. argue that customers rely heavily on nonverbal signals to assess the trustworthiness of 

sales-people. Thus, by focusing on the nonverbal behaviors, it is possible for business 

professionals to signal their trustworthiness and boost their business.  

Nonverbal behaviors are also indicative of affinity in close relationships. For example, 

Gottman et al. studied verbal and nonverbal behaviors of married couples for many years 

(Gottman, Markman, & Notarius, 1977). In one of their studies, couples were asked to discuss 

and resolve a marital problem in front of a camera. Their facial, vocal, and bodily actions 

were manually coded by the researchers. Positive items included empathetic face, nodding, 

eye contact, a warm voice, leaning forward, and touching, whereas negative items included 

frowns, sneers; a cold, angry, whining or sarcastic voice; inattention; and hand movements 

such as points, jabs, and slices. The study concluded that couples under stress would verbally 

express agreement with the spouse, while demonstrating channel inconsistency by their 

negative nonverbal behavior. For a detailed overview of the role of nonverbal behavior in 

marriage, please see (Kluft, 1981). 

The importance of social skills and their development is recognized beyond clinical 

research and practice, and includes areas such as professional development and placement. 

Research has shown that the interview is an effective construct for evaluating social skills  

[16],[17]. Through the employment interview, employers can gauge how potential employees 



Chapter 2: Background 36 

will interact with other employees. Studies found that the most important constructs for 

employment interviews are ñpersonality traits and social skillsò (Allen I Huffcutt et al., 2001).  

Lack of nonverbal skills is also an important area of research. Feldman et al. (Feldman 

et al., 1991a) hypothesize that those who are socially deficient might suffer from a lack of 

nonverbal decoding (being able to understand othersô cues) and encoding skills (being able to 

exhibit cues to others). This deficiency could lead to anxiety, depression, and lower self-

esteem (Buss, 1989; McClure & Nowicki, n.d.; Nowicki & Carton, 1997; Nowicki & 

Mitchell, 1998), antisocial behaviors, increased incarceration, and symptoms of psychopathy 

(Hastings, Tangney, & Stuewig, 2008; Marsh & Blair, 2008). Given the importance of 

nonverbal behaviors, many social and computational techniques have been developed and 

researched towards enhancing human nonverbal behaviors.  

2.2 SOCIAL BEHAVIOR I NTERVENTION S 

Most of the previous research on designing counseling or social interventions included 

helping people diagnosed with social difficulties. One such condition is Aspergerôs 

Syndrome, which is an Autism Spectrum Disorder (ASD) and is characterized by difficulties 

in social and nonverbal interactions (Attwood & Lorna, 1998). People with Aspergerôs 

syndrome are known to suffer from lack of social skills. Another debilitating health condition 

is social phobiað the fear of being judged by others and of being embarrassed. Social phobia 

affects 13% of the population, and can contribute to difficulties in professional, academic, and 

social life, resulting in drug and alcohol addiction in an attempt to self-medicate (Craske, 

1999)(Ruscio et al., 2008). Given the severity of conditions in Aspergerôs Syndrome and 

social phobia, most of the social interventions were designed to specifically benefit them.  

There are several challenges in designing social interventions. First, peopleôs sensitivity 

to nonverbal cues varies (Rosenthal, Hall, Matteg, Rogers, & Archer, 1979). Accordingly, 

response to the interventions is less likely to be consistent. Second, learned skills could be 

difficult to generalize beyond the training scenarios such as playground, lunchroom, 

classrooms, and or anywhere, with individuals not part of the training (Wilczynski, 

Menousek, Hunter, & Mudgal, 2007). Below are a few techniques that have been widely used 

by researchers, teachers, and therapists as social interventions.  

2.2.1 Social Stories 

Social Stories are short individualized stories designed to teach students how to behave 

appropriately in different social situations (McConnell, 2002).. The stories are presented to a 

student as a priming technique before the student actually practices the behavior. Social 

stories seem to be increasing in popularity as a child-specific intervention for students with 
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social difficulties. However, more research is needed to measure the overall effectiveness of 

Social Stories. 

2.2.2 Social Scripting or Fading 

Social scripting or fading is a process intended to increase studentsô social skills 

(Brown, Krantz, McClannahan, & Poulson, 2008)(Ganz, Kaylor, Bourgeois, & Hadden, 

2008). Students are given scripts in a training environment and eventually are expected to 

begin using the scripted language in real-world interactions. While studies have shown that 

social scripts/fading could be used to increase social skills among students with autism, social 

scripts/fading has not had any effect on skills outside of the intervention environment (Ganz 

et al., 2008). 

2.2.3 Grouping Interventions With and Without Typically Developing Pairs 

Group Interventions provide a controlled environment to practice social skills (Krasny, 

Williams, Provencal, & Ozonoff, 2003). Students with social difficulties are taught social 

skills outside the general classroom environment in Group Interventions, which allows them 

to interact with other students with similar diagnose or with typically developing peers. 

2.2.4 Integrated Play Groups 

In Integrated Play Groups, adults mediate play between a student with ASD and their 

peers (Bass & Mulick, 2007)(DiSalvo & Oswald, 2002). The aim of Integrated Play Groups is 

to increase interaction and play between students with ASD and their peers. While no social 

skills are taught during an Integrated Play Group, the adult encourages using appropriate play 

skills. 

2.2.5 Peer Tutoring 

In Peer tutoring, social skills are taught to children in group and individual settings 

(DiSalvo & Oswald, 2002)(Rogers & Bennetto, 2000). Children are taught a variety of social 

skills such as how to initiate play or ask for help. 

2.2.6 Peer Buddy 

Peer Buddy interventions involve a typically developing peer helping a child with ASD 

to develop social skills. The typically developing peer plays and talks with the child with 

ASD and stays in the same playing area. Studies have shown that peer buddy interventions 

are effective in increasing ASD studentsô social skills (DiSalvo & Oswald, 2002)(McEvoy, 

Odom, & McConnell, 1992)(Rogers & Bennetto, 2000). 
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2.2.7 Video Modeling 

In Video Modeling interventions, videos of desired social behaviors are shown to 

children with ASD. The goal is that the child with ASD will learn and imitate the desired 

social behaviors from the videos (Bellini, Akullian, & Hopf, 2007)(Buggey, 2005).  

Video modeling has been found to be an effective way to treat patients with social 

phobia, by allowing them to directly observe themselves. Initially, some patients were unable 

to view their own video as an objective observer due to re-experiencing feelings they had 

during the experiment. In order to solve this problem, patients were asked to visualize how 

they appear in the video, ignore these feelings, and observe themselves from a strangerôs 

perspective. As a result, patients were able to notice significant discrepancies between the 

video and their self-image (MacDonald, Clark, Garrigan, & Vangala, 2005). 

Video Modeling has been shown to have an effect on increasing social interactions, but 

more research is required (Bellini et al., 2007)(Buggey, 2005)(MacDonald et al., 2005). 

2.2.8 Class-wide Interventions 

Class-wide Interventions involve the classroom teacher teaching social skills to the 

entire class, aiming to increase the skills of the child with ASD (Pollard, n.d.). Studies on 

class-wide interventions have been limited due to the difficulty in gaining information on 

effectiveness and lack of training programs.   

2.3 COMPUTATIONAL  INTERVENTION S 

Computerized interventions have also been widely used to help people with social 

difficulties. Researchers have given special attention to computer-based interactions for 

people with ASD (Kanner, 1943) and social phobia due to their predictability, safety, and 

specificity (Murray, 1997). Researchers emphasize the value of computer-based activities 

because they can be therapeutic and educational for people with social difficulties 

(Grynszpan, Martin, & Nadel, 2005) 

2.3.1 Cognitive Bias Modifications 

Researchers have also explored the use of computerized interventions in treatments for 

social anxiety. For example, Beard (Beard, 2011) demonstrated that, using a cognitive-bias 

modification, patients with social anxiety disorder exhibited significantly greater reductions in 

levels of social anxiety compared to patients in the control group. In addition, during the four-

month follow-up, the patients who underwent the intervention continued to maintain their 

clinical improvement and diagnostic differences. This finding is encouraging, as one of the 

major challenges of automated behavioral intervention is to ensure that skills generalize and 

persist beyond the intervention duration.  
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2.3.2 Computer-Aided Psychotherapy 

Meta-analytic research on computer-aided psychotherapy (CP) has shown that CP is 

just as effective as face-to-face psychotherapy (Cuijpers et al., 2009). In the study, researchers 

compared CP to non-CP in various anxiety disorders. CP provides many advantages, such as 

saving time in traveling and in therapist sessions, timely access to care, and accessibility 

through computers, phone-interactive voice response, DVDs, or cell phones. A meta-analysis 

of 23 randomized-controlled studies found that there was no significant difference between 

CP and face-to-face psychotherapy, which warrants that CP be used in routine psychotherapy 

practice (Cuijpers et al., 2009). 

2.3.3 Virtual Reality Cognitive -Based Therapy 

To help people with public speaking anxiety, Wallach et al. explored Virtual Reality 

cognitive-based therapy (VRCBT) to help people get over their anxiety (Wallach, Safir, & 

Bar-Zvi, 2009). Participants were randomly split into VRCBT (29 participants), cognitive-

based therapy (CBT; 30 participants), and wait list control (WLC; 30 participants). Their 

results indicate that participants in VRCBT and CBT were significantly more effective than 

the participants in WLC in overcoming anxiety on certain dimensions, based on their self-

reported measures. No significant differences were observed based on the ratings of 

independent observers. However, twice as many participants dropped out of CBT as from the 

VRCBT, providing further evidence that VRCBT could be as effective as CBT as a brief 

treatment regimen.  

2.3.4 Use of Robots to Enhance Social Understanding  

The Aurora project investigated the use of robots to enhance the everyday lives of 

autistic children, concentrating on narrative comprehension and social understanding (Billard 

& Dautenhahn, 1999). Results suggested that instead of being afraid of the robot, they felt 

motivated to interact with it, especially in the ñreactiveò model.  Despite the large individual 

differences among the children, the ability of the robot to engage with autistic children in 

important social interactions was encouraging (Billard & Dautenhahn, 1999). 

2.3.5 Virtual Environments  (VE) for Social Skills Interventions 

Another area of research for social skill interventions is virtual learning 

environments. The growing development of virtual environments has generated optimism on  

the possibility of transferring skills developed during the training to real-life interactions for 

individuals with ASD (Strickland, Marcus, Mesibov, & Hogan, 1996).  

Similarly, there has been research done on the effectiveness of desktop VEôs to 

improve social skills of people with ASD (Mitchell, Parsons, & Leonard, 2007). Performing a 
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qualitative study with two individuals with ASD, researchers report that even though there 

were concerns over repetitive behaviors, literal interpretation of the scenes, and VE being 

perceived as having no real-world relevance, interviewing the participants revealed something 

else. Participants mentioned that they were able to interpret the scenes meaningfully and 

enjoyed having a facilitator on the side to discuss appropriate social responses. They also 

provided specific examples of how the training with VE could possibly help in other social 

scenarios.  

2.3.6 Computer Animations and Interactivity  

Animations have been shown to be beneficial to students with special needs. Bernard-

Opitz et al. posed eight social problems on a computer to eight typically developing and eight 

autistic children (Bernard-Opitz, Sriram, & Nakhoda-Sapuan, 2001). Examining the 

childrenôs ability to produce solutions to a problem revealed that even though  the autistic 

children provided fewer alternative solutions than their peers, animations increased the ability 

of the children to produce solutions to social problems (Bernard-Opitz et al., 2001). 

Mayer and Chandler tested the possibility of benefits of using a computer-user 

interaction in computer programs (Mayer & Chandler, 2001). In the study, the same 

multimedia presentation was given to the participants in two groups. One group was given a 

continuous presentation while the other group could control the pace of a segmented 

presentation. Each segment included 8 to 10 seconds of animation. In subsequent tests of 

problem-solving, students who received the segmented, interactive presentation performed 

better than those who received a continuous presentation. In conclusion, the study found that 

interactivity can aid deeper learning (Mayer & Chandler, 2001). 

Another study by Lahm aims to identify specific design features used in computer 

programs that aid learning (Lahm, 1996). In 48 trials, the study found that children had a 

preference for computer programs with higher levels of user-interaction (Lahm, 1996). In 

addition, the study also found that children preferred computer programs that used animation, 

sound, or voice features (Lahm, 1996). However, the research was unable to conclude that the 

participants gained social benefits or that animations improved the social skills of autistic 

children.  

2.4 NONVERBAL BEHAVIOR S ENSING  

Real-time nonverbal sensing, interpretation, and representation involve significant 

technical challenges in affective computing. This area of research not only holds promise to 

reshape the ways we interact with machines today, but also helps us to think of innovative 

ways to help people with communication difficulties. However, nonverbal behaviors come in 

many varieties; some are intense and continual, while others are subtle and momentary 
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(Gunes & Pantic, 2010). Therefore, developing a computational model that can capture all the 

intrinsic details of human nonverbal behavior would require spontaneous examples of 

naturally elicited training data containing all the inherent details so that the model can learn 

from it.  

2.4.1 Facial Expressions Processing 

Basic Emotions and Beyond 

Given the difficulty of collecting spontaneous natural data, most of the previous 

exploratory studies have attempted to classify so-called ñbasic emotionsò (anger, disgust, fear, 

happiness, sadness, and surprise) from images (Keltner & Ekman, 2000) and videos (Juslin & 

Scherer, 2005) (as reported in (Gunes & Pantic, 2010)). Basic emotions are generally defined 

with Facial Action Coding Units (FACS), a technical guide that defines how to catalogue 

facial behaviors based on the muscles that produce them (Ekman & Friesen, 1978). Basic 

emotions are widely believed to be universally expressed, and their dynamics are typically 

much stronger than in spontaneous day-to-day facial expressions, which make them a natural 

place to start training expression recognition systems. Also, given that the majority of the 

available affective datasets contain basic emotions, it is desirable to work on them towards 

developing a common benchmark. As a result, there has been a trend to correlate FACS with 

affective states (e.g., associating ñdelightò with Action Unit 6 -cheek raise, and Action Unit 

12 - lip corner pull). Most of that work has been conducted on posed or acted expressions or 

on expressions observed under less than spontaneous environments. Therefore, there is a need 

to experiment to see whether those findings hold when tested with more naturalistic, 

spontaneous, and congruent data.  

Datasets  

One of the major challenges in affect recognition is collecting datasets, which can be 

difficult, time-consuming and expensive to construct. In the past, there have been efforts to 

collect spontaneous sequences of basic and natural emotions while the participants were 

acting, reacting, or interacting. A few examples of such datasets include Rutgers and UCSD 

FACS database (RU-FACS) (Bartlett et al., 2006), Sensitive Artificial Listener (SAL) 

(Schroder et al., 2011), Spaghetti (Schroder et al., 2011), SEMAINE (McKeown, Valstar, 

Cowie, & Pantic, 2010), Mind-Reading (Baron-Cohen, 2004),  and M&M Initiative (MMI) 

(M Pantic, Valstar, Rademaker, & Maat, 2005). Figure 2-1  demonstrates a graphical 

representation of each dataset in terms of whether it is acted vs. spontaneous and whether it 

contains basic vs. beyond basic emotions. It would be ideal to use a dataset that contains 

spontaneous natural emotion for affect analysis, and includes more than basic emotions, as 

shown in Figure 2-1.   
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Figure 2-1. Comparison of existing datasets (in the last 7 years) in terms of spontaneous vs. 

acted and basic vs. beyond basic. An ideal dataset would be spontaneous and contain a 

complete set of expressions.  

 

One of the early examples of facial expressions dataset includes Cohn-Kanade dataset 

(Kanade, Cohn, & Tian, 2000). The dataset includes 486 sequences of images of basic 

emotions from 97 posers. MMI is another publicly available dataset where 87% of the data 

are acted for basic expressions, whereas the remaining 13% are based on spontaneous basic 

expressions. Given the distribution of spontaneity vs. acted in the MMI dataset, MMI dataset 

gets positioned more towards acted than spontaneous, as shown in Figure 2-1.   

In the RU-FACS database, participants were given a choice to lie about an opinion and 

receive $50 in return if they successfully convinced the interviewer. Otherwise, they would 

have to fill out a laborious and time-consuming questionnaire. Therefore participants were 

more inclined to lie, eliciting stronger emotions. Since the participants had to act to hide their  

true position, one could argue that the RU-FACS dataset is not fully spontaneous. Also, the 

RU-FACS dataset is not publicly available at this time. SAL and SEMAINE are publicly 

available datasets where participants are led through a range of emotional states through an 

interface. The interface is controlled by an operator who acts out one of four basic emotions 

(happy, sad, angry, and neutral) to elicit from the participants the same emotion as well. The 

SEMAINE dataset contains 578 labeled annotations, of these, 26% of them are ñbasic,ò 37% 

are ñepistemic,ò 31% are ñinteraction process analysis,ò and the rest are instances of 

ñvalidity.ò In the Spaghetti dataset, participants were asked to insert their hand inside a box 

that contained a warm bowl of Spaghetti. Since the participants didnôt know what was inside 
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the box, they reacted strongly with disgust, surprise, fear, or happiness. The Spaghetti dataset 

only contains three participants with a total of 1 minute and 35 seconds of data, but it is 

highly spontaneous. The SAL data consists of audio-visual recordings of human-computer 

conversations. The conversations are elicited through an interface called ñSensitive Artificial 

Listener.ò The interface contains four characters with four different personalities ï Poppy 

(happy), Obadiah (sad), Spike (angry), and Prudence (pragmatic). Each character has a set of 

responses that match their personalities. It is hypothesized that as the participants interact 

with Poppy/Obadiah/Spike/Prudence, the participants get drawn into the affect that those 

characters display. The Mind-reading dataset contains examples of more complex mental 

states, e.g., concentrating, thinking, confused, interested, agreement, and disagreement, and 

over a dozen others, but it has professional actors acting all the states.  Affectiva-MIT Facial 

Expression Dataset (AM-FED) consists of 242 facial videos (168,359 frames) recorded 

through web cams as users watched Super Bowl ads in their own environment (Mcduff et al., 

2013). As the users volunteered to watch an ad while agreeing to be video-taped and were not 

asked to act, AM-FED data is considered naturalistic and spontaneous.  But the dataset may 

not necessarily contain the complete set of expressions.  

 

Facial Analysis 

Early efforts in modeling expressions include Yacoob et al. (Yacoob & Davis, 1996) 

and Cohn et al. (Lien, Kanade, Cohn, & Li, 1998), who have used optical flow computation to 

identify motions caused by human facial expressions. Using image sequences, Yacoob et al. 

were able to recognize eye blinking and six facial expressions (Yacoob & Davis, 1996). Cohn 

et al. used an optical flow-based approach to capture the full range of emotional expression 

(Lien et al., 1998). The system used a hierarchical algorithm to track selected facial features 

automatically.  

Another approach to recognizing facial expression is probabilistic modeling. Cohen et 

al. experimented with different Bayesian network classifiers for facial recognition from a 

continuous video input (Cohen, Sebe, Garg, Chen, & Huang, 2003).  The study proposed a 

new architecture of hidden Markov models for segmenting and recognizing facial 

expressions. Hoey et al. (Hoey, 2004) created a system that learned relationships between 

facial movements. The model is a Partially Observable Markov Decision Process (POMDP) 

and has video observations integrated through a dynamic Bayesian network. Pardas et al. 

developed a system that recognized facial expressions by creating Hidden Markov Models 

with Facial Animation Parameters. The system was used to effectively identify isolated 

expressions (Pardas, Bonafonte, & Landabaso, 2002). 
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The pioneering efforts of going beyond emotions and recognizing action units (AUs) 

were made by Bartlett et al. (Donato, Bartlett, Hager, Ekman, & Sejnowski, 1999), Lien et al. 

(Lien et al., 1998), and Pantic et al. (Maja Pantic, Rothkrantz, & Koppelaar, 1998), as 

reported in (Jiang, Valstar, Martinex, & Pantic, 2011). Since then, a number of automated 

systems by Littleworth et al., (Littlewort et al., 2011) , el-Kaliouby et al. (El Kaliouby & 

Robinson, 2004)  and Tian et al. (Tian, Kanade, & Cohn, 2001) have been developed that can 

recognize action units and complex mental states using frontal-view faces. In this thesis, I 

provide a detailed overview of el-Kaliouby et al. (El Kaliouby & Robinson, 2004)   and 

Littleworth et al. (Littlewort et al., 2011), as their systems contain an interface to better 

understand and interpret the behavioral data.  

El-Kaliouby et al. (El Kaliouby & Robinson, 2004) developed a real-time system called 

MindReader to recognize and visualize complex mental states by analyzing facial expressions 

and displaying the inferred states, as shown in Figure 2-2. The system was trained on acted 

video data from the Mind-Reading dataset (Baron-Cohen, 2004). The system consisted of a 

multilevel probabilistic graphical model that represents the facial features in a raw video 

stream at different levels of spatial and temporal abstraction. Dynamic Bayesian Network 

(DBN) was used to model observable head and facial displays, and corresponding hidden 

mental states, over time (El Kaliouby, 2005).  

The Mind-Reader software has gone under several iterations to incorporate radial charts 

(Teeters, Kaliouby, & Picard, 2006) and traffic lights to better represent the inferred states. 

The system has been incorporated to help individuals with Autism Spectrum Disorder to 

capture, analyze, and reflect on a set of socio-emotional signals communicated by facial and 

head movements in real-life social interactions (Madsen et al., 2009)(Madsen, el Kaliouby, 

 

Figure 2-2. The MindReader Interface developed by el-Kaliouby et al (El Kaliouby, 2005) 
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Goodwin, & Picard, 2008). Analysis of whether the technology is improving the social 

interactions of those individuals remains for their future work. Mind-Reader focuses  

on a single modality and displays analysis results only in real-time, although results can be 

recorded for offline analysis.  

CERT [4], another real-time behavior analysis system, was developed to recognize 

low-level facial features such as eyebrow raise and lip corner pull and graph them as a 

function of time. The system measures the intensity levels of Action Units by analyzing the  

SVM distance separating-hyperplane. A screen shot of the framework demonstrating its 

visualization parameters is displayed in Figure 2-3.  

CERT was previously incorporated in a game called SmileMaze to help children with 

autism with their expression production skills (Cockburn et al., 2008). Participants were 

expected to navigate their character through a maze using a keyboard, and smile to move their 

game piece past obstacles at various points within the maze. Informal field study indicated 

that participants enjoyed tricking the system by posing odd expressions. Like MindReader, 

CERT also does not support multimodal behavior analysis.  

 

 

 

Figure 2-3. Screenshot of the CERT framework (Littlewort et al., 2011) 








































































































































































































































































































































































































