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Figure 1. An overview of our system. Once the user finishes recording, the video is analyzed on the server for objective feedback 
and sent to Mechanical Turk for subjective feedback. The objective feedback is then combined with subjective feedback that is 

scored based on helpfulness, under which the sentiment is then classified. 

ABSTRACT 
We present a framework that couples computer algorithms 
with human intelligence in order to automatically sense and 
interpret nonverbal behavior. The framework is cloud-
enabled and ubiquitously available via a web browser, and 
has been validated in the context of public speaking. The 
system automatically captures audio and video data in-
browser through the user’s webcam, and then analyzes the 
data for smiles, movement, and volume modulation. Our 

framework allows users to opt in and receive subjective 
feedback from Mechanical Turk workers (“Turkers”). Our 
system synthesizes the Turkers’ interpretations, ratings, 
and comment rankings with the machine-sensed data and 
enables users to interact with, explore, and visualize 
personalized and presentational feedback. Our results 
provide quantitative and qualitative evidence in support of 
our proposed synthesized feedback, relative to video-only 
playback with impersonal tips. Our interface can be seen 
here: http://tinyurl.com/feedback-ui (Supported in 
Google Chrome.) 
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methodology, user-centered design. H.1.2 Models and 
Principles: User/Machine Systems – human factors, 
software psychology 

INTRODUCTION 
Automated modeling of the full range of human nonverbal 
behavior remains a challenging endeavor. Solely by using 
the 43 muscles in our face, we can produce over 10,000 
unique combinations of facial expressions. Modalities like 
vocal tone, body language, and physiological elements add 
to the complexity. While research has progressed to 
recognize basic expressions like smiling and frowning [1], 
the automated interpretation of human expressions remains 
an active area of exploration. For example, a smiling 
customer does not necessarily indicate that he or she is 
satisfied [2]. This demonstrates a current limitation on the 
utility of technology built to detect human expressions.  

In this paper, we introduce a new technique of harnessing 
human insights to semi-automate the process of 
interpreting raw, machine-sensed nonverbal behavior. Our 
primary motivation is the observation that, while computer 
algorithms are more reliable at consistently and objectively 
sensing subtle human behavior, human intelligence is 
superior at interpreting contextual behavior. Therefore, we 
see an opportunity to allow computer algorithms to 
perform the sensing portion while outsourcing the 
interpretation process to humans. This allows us to develop 
a semi-automated behavior analysis system. To instantiate 
our approach, we developed an online framework that can 
automatically record and analyze videos, and later provide 
data-driven feedback to the users. In addition, our 
framework allows users to share their data with Turkers for 
subjective interpretation of their nonverbal behavior. Our 
system automatically prioritizes the Turkers’ comments 
and presents users with those that are most helpful and 
constructive.  

The following example outlines how a user would interact 
with our system. An Internet user opens their web browser 
and navigates to our application. Before starting, the user 
is given the choice to practice in normal mode or private 
mode. (Private mode allows users to practice without 
storing any audio or visual data beyond the duration of the 
session.) Once the user chooses to proceed, the system asks 
for the user’s permission to enable his or her webcam and 
microphone. The user then begins practicing his or her 
speech, clicking on the “Stop Recording” button to initiate 
the upload and analysis of the recording. Our sensing 
framework in the server looks for features like smile 
intensity, body movement, loudness, pitch, speaking rate, 
volume modulation, and word prosody. With the user’s 
consent, the framework can create a task on the Amazon 
Mechanical Turk website, where anonymous Turkers can 
view the video and rate it based on various behaviors. Soon 
after, the user is provided with synthesized behavioral data 
that includes machine-sensed nonverbal data coupled with 
the Turkers’ most constructive interpretations and 

recommendations. We summarize our contributions in this 
paper below: 

1. A semi-automated framework that is able to interpret 
and personalize human nonverbal behavior and 
provide appropriate and helpful recommendations in 
the various categories—overall impression, 
friendliness, body gestures, and volume modulation—
using online workers available through Amazon’s 
Mechanical Turk. 

2. A streamlined browser-based platform that can, with 
user consent, automatically sense and analyze human 
nonverbal behavior—smiles, movement, loudness, 
pitch, speaking rate, volume modulation, and word 
prosody—in the cloud.  

3. An online interface that allows users to visualize, 
explore, and understand their video, the machine-
sensed nonverbal data, and resultant subjective 
interpretations. 

BACKGROUND AND RELATED WORK 
The design of a hybrid system that combines automated 
sensing with human insights to analyze, interpret, and 
personalize human nonverbal behavior unites several 
disparate bodies of knowledge, including social signal 
processing, affective computing, and crowdsourcing. The 
paragraphs below outline work done in these areas. 

Social Signal Processing 
The desire to recognize social meaning by interpreting 
nonverbal cues gave rise to a new field called Social Signal 
Processing (SSP) [3] [4]. The SSP research community has 
progressed greatly in automatically sensing gesture and 
postures [5], inferring basic emotions from facial and eye 
behavior [6] [7] [8], and vocal characteristics [9]. While 
sensing a set of nonverbal behaviors is now a tractable 
problem, accurate interpretation of the nonverbal behavior 
requires contextual understanding. Context chiefly refers 
to where the interactions take place, what the activity is of 
the individuals involved, when the interactions take place, 
who is involved in the interaction, why the interaction is 
taking place, and how the interaction occurs. These 
questions can explain communicative intention, including 
the affective and cognitive states of the observed person(s) 
[10]. However, context-sensing is an extremely difficult 
problem and is still largely unexplored in affective 
computing research [11]. Therefore, we believe it may be 
useful to explore ideas related to crowdsourcing as a 
possible solution to this otherwise intractable problem. 

Feasibility and Reliability of Outsourcing Tasks to 
Crowdsourced Workers 
How feasible and reliable is it to outsource tasks to 
crowdsourced workers? Recent studies have demonstrated 
that it is possible for non-expert workers to achieve a high 
level of agreement and interpretive convergence both by 
being prescreened for requisite cognitive aptitudes and by 
obtaining basic training [12]. Examples of crowd power in 



interactive computing include editing written work [13], 
answering questions about photographs (nearly in real-
time) to aid individuals with visual impairment(s) [14], and 
providing real-time captions by converting speech to text 
to help individuals who are hard-of-hearing [15]. 
Crowdsourcing techniques have also been used in 
behavioral video annotations. For example, Lasecki et al. 
[16] developed a tool called Glance that allows researchers 
to rapidly annotate video data with online workers, who 
annotate the data in parallel. While coding a single type of 
behavioral event, Glance produced judgments on a 12-
minute-long video in two minutes (6x speedup) and coded 
48 minutes of video in only five minutes (nearly 10x 
speedup), achieving an accuracy of 99% at identifying 
event occurrences. This further motivates our approach to 
use Turkers to perform more complicated behavioral 
labeling tasks.  

Recent work by Cheng et al. [17] provides compelling 
evidence for the benefit of hybrid crowd-machine learning, 
over pure human or pure machine learning classification. 
This illustrates the power of synthesizing computation with 
crowd to solve problems that humans or machines cannot 
perform alone.  

FRAMEWORK FOR GENERATING, STORING, AND 
DISPLAYING FEEDBACK ON NONVERBAL BEHAVIOR 
Developing a framework that can extract, analyze, and 
interpret human nonverbal behavior in the cloud introduces 
a set of technical challenges: (1) building an accessible 
system that can capture and analyze audio-visual data 
across many different platforms; (2) extracting relevant 
nonverbal features from recorded audio and video; (3) 
automating crowdsourcing to generate contextualized 
ratings and commentary; (4) ranking the most constructive 
crowdsourced feedback; and (5) synthesizing the machine-
sensed data with subjective feedback as part of an intuitive 
and interactive interface for users to explore their behavior. 

Recording Platform 
In order to enhance the accessibility of our framework, we 
designed it to be self-contained and to require minimal 
effort from the user. Users only require a webcam, 
microphone, and an Internet connection to use our system.  

The first step in using our platform is to record a video. We 
use a JavaScript-based video recording library—
RecordRTC [18]—for users to record and view their videos 
on our site with native support from the Google Chrome 
browser without the need for additional extensions. Audio 
and video data are recorded separately in the browser and 
merged in the server. Video is saved at a resolution of 
320px by 240px. The audio is recorded in stereo, but the 
channels are merged to mono prior to upload to reduce file 
size.  

The system automatically uploads the recorded audio to the 
server once the user stops recording. Users are directed to 
the feedback page once video processing completes. A 

two-minute video may take around five minutes to upload 
and undergo feature extraction. 

Extraction of Nonverbal Features from Recordings 
To select features to be integrated into our system, we 
reviewed existing literature on nonverbal communication 
and attended a public speaking workshop organized by 
Own the Room! [19]. We incorporated features based on 
whether they are effective in public speaking scenarios, 
and whether state-of-the-art sensing technology would be 
mature enough to capture and analyze them reliably, 
accounting for the hardware that users likely have. Given 
those considerations, we selected smile intensity, body 
movement, pitch, loudness, and word prosody.  

Smile Intensity 
Our system extracts smile intensity from each video frame. 
This shows how the user’s smile intensity changes over 
time. The system integrates the state-of-the-art Shore 
Framework [20] to detect faces and facial features in each 
frame. We trained a binary classifier with sample images 
using the Adaboost algorithm. Each image represented two 
possible cases: “smiling” or “neutral.” Facial features were 
used for the boosting. Smile intensity is gauged for each 
frame as a normalized number ranging from zero to 100, 
with 100 representing greatest smile intensity. Evaluation 
of the smile classifier using the Cohn-Kanade dataset [21] 
resulted in precision, recall, and F-measure values of 0.90, 
0.97, and 0.93, respectively. 

Movement 
Gesturing while speaking can help convey a person’s point. 
For instance, exaggerated hand movements may 
accompany important or interesting statements. While 
additional devices like Kinect provide a comprehensive set 
of body movement measurements, we do not assume users 
of our program, ROC Speak, possess them. To ensure the 
ubiquity of our system, we use a background-subtraction 
technique to gauge how much a human participant moves.  

Our algorithm first calculates the absolute pixel-wise 
differences between every adjacent pair of video frames. 
The average of the pixel differences represents the raw 
movement value between two frames. We smooth these 
values by averaging the raw movement values within a 
window of length n. 

Though background subtraction provides one measure of 
the movement, using this method for movement analysis 
can be limiting. The algorithm assumes that the 
background is constant and that only the user moves. 
Decoupling overall body movement into specific bodily 
gestures will be part of our future work.  

Loudness and Pitch 
Appropriate loudness while speaking is important in order 
to be heard by an audience. Changing pitch is one way to 
break monotony and emphasize a point. Praat [22], an 
open source speech processing toolkit, is used to extract 
loudness in decibels (dB) and pitch in Hz over time. We 



use a pitch floor of 50 Hz and a pitch ceiling of 350 Hz as 
constraints. This range encompasses the normal range of 
pitch in the human voice. The accuracy of the movement, 
pitch, and volume data are affected by the noise of the data 
generated by the users’ environments and by the quality of 
the captured audio and video.  

Word Prosody 
Changes in the duration and loudness can affect perception 
of emphasis on words. To illustrate how the user modulates 
his or her speech, our system determines what words are 
spoken, how long it takes the user to say each word, and 
the average loudness of the speech.  

Our framework uses both the Google Web Speech API [23] 
and Nuance Speech Recognition SDK to generate 
transcripts of speeches. The Penn Phonetics Lab Forced 
Aligner (P2FA) [24] matches the words of the transcript 
with the sounds in the recorded audio. The forced 
alignment provides the exact start and end times of each 
transcribed word. These times are used to find the average 
loudness and duration of each spoken word.  

Gathering Human Feedback 
Along with automated feedback, we implemented a 
functionality that allows users to automatically seek crowd 
opinions by sharing his or her videos. The following 
sections outline the challenges of relying on crowdsourcing 
subjective tasks and describe our contributions to the 
process. 

Event Sequence 
To initiate the process of receiving feedback, the user 
clicks a button that automatically generates tasks to gather 
input from a set of number of Turkers. As the Turkers 
complete the tasks, the feedback interface—which 
continuously polls for new results—updates with the 
newly-acquired results.  

Measures 
Turkers are asked to provide: (1) numerical ratings from 1-
7—a score of 7 being the best—for overall performance, 
bodily gestures, friendliness, and volume modulation; and 
(2) at least one comment in one of the previous categories. 
The comment is associated with a specific timestamp. 

Quality Assurance 
Overseeing the quality of a subjective task completed by 
Turkers remains a challenging problem. To address this, 
we designed an intelligent interface to ensure that proper 
time and attention are devoted to each task. For instance, 
we added scripts to the online surveys that revealed the 
questionnaire and the option to submit the task only after a 
Turker had watched the entire video at least once, without 
skipping ahead. We check this by tracking interactions 
with the video’s seek bar. An example of the interface is 
available at http://tinyurl.com/ratingui.  

Response Time 
The response time from Turkers varied between monetary 
incentive amounts. Depending on the time of day (and with 

possible outliers), we found that it usually took between 20 
minutes and an hour to gather feedback from 10 workers, 
when the workers were rewarded 50 cents. ROC Speak 
shows a time estimate so users may decide on an optimal 
strategy for gathering feedback. 

Automated Ranking of Human Feedback 
Users may find it distracting to view a high volume of 
feedback. To address this issue, we have implemented two 
different learners that can rank the comments based on 
helpfulness and sentiment (e.g., positive and negative). 
This, by default, allows the users to view a combination of 
the most helpful and most (or least) positive comments. 
The sections below highlight the process of collecting data, 
and training the helpfulness and sentiment learners.  

Data Collection 
We realize that helpfulness and sentiment are subjective 
notions. To minimize subjective variance as we quantify 
these, we considered using a crowd of non-experts to 
produce an aggregate score. This inspired us to collect 
helpfulness ratings from Amazon Mechanical Turk. We 
recruited 25 Turkers to give a speech—on a personal 
hobby, finding cheap plane tickets, or commencement— 
and gathered 53 unique videos. We then recruited 
additional Turkers—at least 10 per video, resulting in at 
least 30 comments per video—who remarked on a 
speaker’s friendliness, body language, and volume 
modulation.  

Ground Truth Labels for Helpfulness Scorer 
Each comment was rated by 10 different Turkers with a 
number ranging from 1 to 4, with a score of 4 being the 
most helpful. For the ground truth label, we simply sum the 
ratings from the crowd to obtain a helpfulness score. For 
instance, a highly-ranked comment could be “You don’t 
use many hand gestures, and you look off the screen often. 
Focus on the camera.” (An unhelpful comment: “Good 
speech.”) For our training and testing dataset, we obtained 
a total of 1,649 time-stamped comments with 
corresponding helpfulness scores. 

Ground Truth Labels for Sentiment Classifier 
As the sentiment classifier aims to provide insights about 
helpful criticisms and praises, we excluded comments that 
were labeled most unhelpful—that is, those in the lowest 
quartile of the helpfulness ratings. A research assistant 
manually labeled the remaining comments as either 
positive or negative. Thus, we obtained a dataset with 742 
positive comments and 285 negative comments.  

Ranking Comment Helpfulness 
We obtained the helpfulness ranking by modeling and 
predicting the helpfulness score.  

Features Extracted: We extracted two types of features, 
text and video. (Described below.) 

We observed that comments rated with high helpfulness 
usually contain complete sentences. These comments tend 
to be longer, contain punctuation, and are capitalized at the 
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Figure 2. Visual and audio features are extracted as the 
amplitude within windows of different sizes.  

beginning. We extracted the following text features to 
capture these qualities: total number of characters, 
presence of punctuation in the comment (e.g., commas, 
periods, dashes, and question marks), and presence of 
capital letters. We also extracted the number of pronouns, 
nouns, verbs, and adjectives present within the comment. 
We used the Natural Language Toolkit (NLTK) [25] parser 
to determine the part of speech of each word. 

We also integrate the audio and visual information from the 
recorded video as features. For each of our four 
measurements M, where M is either smile intensity, 
movement, loudness and pitch, or prosody, we extract the 
range of M within one-, two-, and four-second windows of 
the timestamp, as well as the value of M at the timestamp. 

Algorithm: We considered helpfulness to be the response 
variable, gathered from the crowd on Amazon Mechanical 
Turk. In fitting the model, we evaluated the predictions 
using two metrics: (1) mean absolute error (MAE) of the 
helpfulness score; and (2) coefficient of determination (R2) 
between the actual and predicted score.  

We used linear regression to predict the helpfulness, 
denoted y, based on features x extracted from the textual, 
visual, and audio features. Given an input feature vector 
𝒙𝒙 ∈ ℝ𝒑𝒑, the linear model predicts 𝒚𝒚𝒚 ∈ ℝ𝒑𝒑 as 𝒚𝒚� = 𝛃𝛃𝟎𝟎 +
𝒙𝒙𝑻𝑻𝛃𝛃. To learn the parameters 𝛉𝛉 = (𝛃𝛃𝟎𝟎,𝛃𝛃) from the training 
set of n pairs (𝒙𝒙𝒊𝒊, 𝒚𝒚𝒊𝒊), we minimize the sum-of-square error 

𝛉𝛉� = argmin
𝛉𝛉=(β0,𝛃𝛃)

1
2𝑛𝑛
∑ (𝑦𝑦𝑖𝑖 − (β0 + 𝒙𝒙𝒊𝒊𝑻𝑻𝛃𝛃))2𝑛𝑛
𝑖𝑖=1 + λ𝑅𝑅(𝛃𝛃)   

We used elastic net [26] formulation for the regularization 
term  

𝑅𝑅(𝛃𝛃) =  �(
1
2

𝑝𝑝

𝑗𝑗=1

(1 − α)β𝑗𝑗2 + α|β𝑗𝑗|) 

where α ∈ (0, 1) is the tradeoff between 𝑙𝑙1 and 𝑙𝑙2 norms. 
We believe the mixture between 𝑙𝑙1 and 𝑙𝑙2 regularization is 
more robust in selecting the key features of our predictive 
task. We trained three regression models in body 
movement, volume, and friendliness by tuning the 
parameter set (α, λ) using tenfold cross-validation.  

 
Figure 3. The receiver operating characteristic (ROC) 
curve. 

Sentiment Classification 
We extracted unigrams and bigrams as features for 
sentiment classification. Each comment is then 
transformed to a feature vector in its tf-idf [27] 
representation. We applied a Naive Bayes classifier over 
the training data to predict the sentiment of the comments. 

Evaluation 
Helpfulness: Table 1 shows our results for the three 
predictive tasks. While body movement has the largest 
MAE, it is the most representative model among the three 
categories. This result is consistent with our observations 
of the data; while Turkers tend to comment on overall 
volume and friendliness, they usually time-tag their 
comments to precise points where particular body 
movements are detected. 

Table 1. Test set performance for the regression models, 
measured in mean absolute error (MAE) and coefficient of 

determination (R2). 

Regression Mean Absolute Error 
(MAE) 

Coefficient of 
Determination (R2) 

Body 
Movement 

3.343 0.304 

Volume 3.037 0.178 

Friendliness 3.340 0.238 

 

Sentiment Analysis: Figure 3 shows the ROC curve for the 
sentiment analysis classifier. When we used 70% of all data 
to train the sentiment classifier and 30% for testing, the 
classifier achieves an accuracy of 82.03%. 

Feedback Interface Design and Synthesis of 
Automated and Human Feedback 
Our feedback interface design (Figure 4) was motivated by 
a desire to be relevant, intuitive, and interactive. 

Default View 
When the user loads the feedback page for the first time, 
the visual features, audio features, and word prosody graph 
panels are collapsed by default to avoid overwhelming the 
user with information. When the user is ready to explore 
the graphs, he or she may open them. 



 Embedded Comments in Graphs 
The graphs of audio and visual features are annotated with 
markers, color-coded by classified sentiment, where red 
indicates negative sentiment and green indicates positive 
sentiment. The markers are placed at the original time that 
the rater commented. When the user hovers over the 
marker, the comments appear. This allows users to explore 
comments in the graph as the video is playing. 

Human Ratings 
 The subjective ratings for the four categories—overall, 
bodily gestures, friendliness, and volume modulation—are 
shown on the left using two different representational 
styles. One view shows only the averages in a simple radar 
chart, while the other shows a detailed, color-coded 
distribution of ratings. In the latter representation, green 
indicates better performance. 

Ranked Comments 
The most helpful comments for each category are featured 
in the highlights box. On the left, users can toggle between 
viewing all comments and viewing only the top-ranked, 
most helpful comments. Our linear regression model 
determines the comment helpfulness score by looking at 
both textual features and the audio-visual features that are 
extracted from the recorded video. This helpfulness score 
is expressed to the user on a five-star rating scale. 
Comment sentiment is indicated with a colored thumbs 
up/down image, and users can click on the comment time 
to go to the corresponding time in the video and graphs. 

 

 

 

Figure 4. Crowdsourced comments and ratings and machine-generated automated feedback are displayed on the 
same interface. Users can hover over the color-coded markers on the graphs to see the time-stamped comments, and 
zoom in on the graphs to see their machine-sensed nonverbal behavior in detail. The example feedback page shown 
here can be seen live at http://tinyurl.com/feedback-ui. (Currently only supported in Google Chrome.) 
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EVALUATION 
Evaluation of our system sought to answer the following 
three questions through three separate studies, in the 
context of public speaking.   

1. How helpful and accurate are machine-generated 
automated features when presented as feedback to the 
participants? 

2. Are non-expert Turkers able to provide personalized, 
meaningful, and accurate feedback to the participants, 
in the context of public speaking?   

3. How valuable is our feedback when automated 
feedback is combined with human interpretation, 
relative to watching one's own video and receiving 
generic tips? 

Study #1: Determining Helpfulness and Accuracy of 
Automated Feedback 

Experimental Design  
To determine the helpfulness and accuracy of the machine-
generated automated feedback, we set up a user study in 
which participants were randomly divided into two groups 
and counterbalanced. All of the participants were told to 
narrate two jokes that we provide to them. Telling a joke 
requires many of the same skills needed for public 
speaking, including appropriate volume modulation, 
timely body language, and suspenseful build-up, in order 
to engage the audience.  

We designed two kinds of feedback: video-only and 
automated. In the video-only feedback, participants viewed 
only their own videos.  In the automated feedback, 
participants saw graphs on smiles, body movement, and 
volume modulation, along with their own videos, but with 
no subjective interpretation. Each participant received a 
$10 gift certificate for successful completion of the study. 

Participants  
For this study, we recruited 23 university students (17 
male, six female) to test our system. The participants used 
our laptop in an empty room in our laboratory. 12 
participants received the automated feedback first, while 
11 participants received only their video. 

Study Procedure 
The participants were first briefed on the procedure of the 
study. For the first round, participants were given a joke 
script to memorize. After narrating the first joke from 
memory in front of the camera, one group saw their own 
video recording after the first round and the automated 
feedback after the second. The other group saw the 
automated feedback after the first round and their own 
video recording after the second. The procedure for the two 
groups was identical except for the order of the feedback 
conditions. 

For each round, the researchers stepped out of the room as 
the participants recorded themselves, interacted with the 
feedback, and completed the surveys, in order to reduce  

 
Figure 5. Participant responses to the question, “Which of 
the following nonverbal features were most useful to you?”  

any influence on the participants. After the participants 
completed both rounds, we debriefed the participants and 
allowed them to share any impressions that the 
questionnaire did not capture. 

Measures  
The questionnaire participants completed after receiving 
the video-only feedback can be found at 
http://tinyurl.com/feedback-video-only. The questionnaire 
participants completed after viewing the automated 
feedback can be found at http://tinyurl.com/feedback-
rocspeak. 

Results 
When asked in the questionnaires about which nonverbal 
feedback features they preferred, participants responded 
with smile intensity, loudness, speaking rate, movement, 
and content of speech, respectively (Figure 5). The 
participants also rated their own performance and the 
helpfulness of the system at the end of each round. There 
was no significant difference between the ratings 
participants gave themselves after receiving the automated 
feedback and after receiving the video-only feedback. 

Qualitative Feedback from the Participants 
After the experiment, researchers interviewed each 
participant about their experience with the system and 
recorded the conversations. Even though participant self-
ratings on performance did not change between sessions, 
they did find certain aspects of the automated feedback 
helpful. By analyzing their feedback, the following trends 
emerged. 

Feedback with video is more helpful than video alone. 

Most of the participants thought that the automated 
feedback with smile intensity graphs, body movement, and 
volume modulation was significantly more helpful than 
watching one’s own video. One participant commented: 

“It is lot harder to get a judgment based on watching the 
video alone; I guess I would prefer something in addition 
to the video to help supplement it.” 
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Figure 6. Average ratings from all participants. Ratings range 
from 1 to 4, with 1 being “Very Unhelpful/Very Inaccurate” 
and 4 being “Very Helpful/Very Accurate”. A star indicates 
that the value was significantly above neutral (2.5), according 
to two-tailed t-tests with alpha 0.05. 

Quantified nonverbal features are interesting and 
valuable. 

Being able to quantify the subtle nonverbal behavior that 
we could interact with, interpret, and understand was 
valuable to the participants. One participant commented: 

“I like the way [the system] gave me the intensity of the 
smile; it’s something that you can’t see. You can hear how 
loud you are, you can tell when you are taking a pause, but 
you can’t look at yourself to check whether you are smiling 
or not.” 

Some participants also desired more personalized 
guidelines on their nonverbal behavior to understand the 
quality of their own performance and how they appeared to 
others. One participant said: 

 “I kind-of found the video with the feedback and the video-
only feature almost equally helpful. Because I didn’t find 
any metric to base the charts, I don’t know what is a good 
joke, what makes a good presenter, other than my own little 
biases.” 

Findings 
The results indicated that, while the automated feedback 
was adding more value than solely watching one’s own 
video, context and personalization added value to the 
automated feedback.   

Study #2: Determining Helpfulness and Accuracy of 
Non-Expert Human Commentary 
In our second study, we explored whether non-expert 
Turkers would be a viable source of helpful and accurate 
personalization to the automated feedback.  

Experimental Design   
Participants were told to come to our lab and narrate a 
specified joke from memory as they are recorded by the 
system. After the experiment, participants received a 
feedback page via email. The page contained both  

 
Figure 7. Participants level of agreement with statements, 
with 1 being most negative and 7 being most positive. Each 
bar shows the average response among all participants. A 

star indicates that the average value was significantly above 
the mean (4), according to two-tailed t-tests with alpha 0.05. 

 
subjective ratings and comments generated by Turkers and 
automated feedback on their performance. Each participant 
received a $10 gift certificate for successful completion of 
the study. 

Participants  
We recruited 20 university students (nine females, 11 
males). In addition, we recruited two sets of Turkers (10 
per set) through a pre-screening test. The first set of 
Turkers would view the videos of our participants, and the 
second set would rate the helpfulness of the comments 
generated by the first set. 

Study Procedure 
Each participant was given enough time to memorize the 
provided joke—the first of which is available at 
http://goo.gl/sdl0d6—before they retold it in front of our 
system. After recording ended, the videos were sent—with 
participant consent—to Mechanical Turk. 10 Turkers per 
video provided comments and numerical ratings on overall 
performance, friendliness, body movement, and volume 
modulation. 10 different Turkers then rated the helpfulness 
of the preceding comments, allowing the system to 
prioritize the most helpful. Participants were emailed the 
link to the feedback on their nonverbal behavior after all of 
the Mechanical Turk tasks were complete. They were 
instructed to interact with the feedback for 15 minutes and 
complete a questionnaire to evaluate our system. The 
questionnaire can be found at http://tinyurl.com/f14-
rocspeak. 

Results 
On average, the students rated most of the feedback 
features to be significantly helpful and accurate with regard 
to the interpretation of their nonverbal behavior (Figure 6). 
However, the feedback on volume modulation displayed 
the interesting condition of receiving the highest accuracy 
score, while also receiving the lowest helpfulness score, 
making it the only feature with significantly different 
accuracy and helpfulness ratings. 
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In addition to rating highly the automated feedback and 
Turker responses, a handful of participants noted that the 
commentary personalized the automated graphs:  

“The graphs helped visualize these, but the comments 
made them personal. People noticed what I was doing and 
their personalized feedback affected me more than a chart 
of smile intensity.” 

Findings 
The second study revealed that while graphs are helpful for 
the users, incorporating more context-specific feedback 
aids users’ understanding of their own nonverbal behavior. 
The ratings from the participants show that it is possible for 
non-expert Turkers to generate helpful commentary and 
personalized feedback (Figure 7). We were also able to 
objectively validate the accuracy and helpfulness of the 
subjective comments, automatically-generated smile 
intensity, movement, and volume modulation graphs.  

Study #3: Helpfulness and Accuracy of Combined 
Human and Automated Feedback  
Our third study was a continuation of our second study with 
a key change where, instead of relying on Turkers to rate 
and rank the user comments for helpfulness and sentiment, 
we trained machine learning algorithms to automate the 
classification. We also made iterative improvements to the 
user interface based on the user input from the first two 
studies. More specifically, we wanted to quantify whether 
our proposed synthesized feedback, automated algorithms, 
and improved user interface would add value to the 
participants, in the context of public speaking. 

Experimental Design 
In order to validate the effectiveness of our feedback, we 
set up a study with Turkers. The Turkers were first asked 
to give a speech on a hobby or interest, using our system. 
We hired a second set of Turkers to generate comments on 
those videos. We then split the participants into two groups 
based on their self-reported confidence in their own public 
speaking skills, overall scores from the other Turkers for 
the speech given in the first round, and gender. One group 
of participants received the proposed ROC Speak feedback 
(Figure 4) while the other group received their own video, 
along with a list of general tips on public speaking. 

Participants 
We recruited 16 study participants from Mechanical Turk. 
11 of the participants were male, and five were female. All 
were native English speakers. 

Procedure 
All recruited participants completed a pre-study survey, 
viewable at http://tinyurl.com/rocspeak-feb15-prestudy. 
They then brainstormed and delivered a two-minute speech 
on a personal hobby or interest, while being recorded by 
our system. The researchers initiated a request on behalf of 
participants for raters (other Turkers) to score and leave 
comments on the videos. As participants were themselves 
Turkers, they were told not to rate their own videos. This  

 

 
Figure 8. Participant responses to the post-study survey. 
Scores range from 1 to 7, with 1 meaning “Strongly Disagree” 
and 7 meaning “Strongly Agree.” One star indicates that the 
average value was significantly above neutral (=4), according 
to a one-tailed t-test, and two stars indicate that the value was 
above neutral, according to a two-tailed t-test with an alpha 
of 0.05.  

was verified by checking their unique worker IDs. Next, 
we split the participants into two groups—ROC Speak 
feedback (two females, six males) and video (three 
females, five males)—that had similar means and standard 
deviations of self-reported confidence in public speaking, 
and overall scores provided by other Turkers.  

The group that received video and general tips saw only 
their own video and the list of tips on their page. Users who 
received the ROC Speak feedback were able to see the 
interface shown in Figure 4, which included the same 
general tips as in the video feedback case.  

The users were instructed to interact with their feedback for 
10-15 minutes. Mouse click and hover events in the 
feedback page were logged so that we could verify whether 
the participants interacted with the feedback for the 
required amount of time.  

Measures  
After reviewing the feedback for 15 minutes, the 
participants were asked to complete a post-study survey. 
The post-study survey for the video and general tips group 
can be seen at http://tinyurl.com/rocspeak-feb15-
videopost. The survey for the ROC Speak feedback group 
can be seen at http://tinyurl.com/rocspeak-feb15-rocpost.  
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Results 
According to the logged events, both groups interacted 
with the feedback for approximately 20 minutes, which is 
longer than the minimum requirement of 15 minutes. 

As shown in Figure 8 (a), the ROC Speak group felt the 
feedback they received was helpful, personalized, 
constructive, and relevant, while the video group did not. 
In Figure 8 (b), we see that both groups thought the video 
and general tips were helpful. However, the general tips 
were perceived to be significantly more helpful when 
paired with ROC Speak feedback. The ROC Speak group 
showed a much higher interest in using the system again.  

DISCUSSION 
After our first study, where many participants liked to see 
quantitative results of nonverbal behavior analysis more 
than exclusively watching their own video, we wonder how 
the ROC Speak system compares to generic, non-
personalized feedback. We consider the possibility that 
some participants like the automated graphs because they 
serve as reminders of what types of nonverbal behavior 
(e.g., smiles and bodily movement) to look for. That gives 
us intuition to investigate whether providing general tips 
on different aspects of nonverbal behavior would have a 
similar effect. Additionally, some participants desired 
alternative perspectives in their feedback. While most trust 
their own interpretations of the automated feedback, they 
would like to receive feedback that captures “audience 
opinion or interpretation.” 

Findings from our first study motivated us to introduce 
human insights to enhance feedback with personalization. 
We accomplished this by using the power of 
crowdsourcing. However, feedback generated by Turkers 
may only capture “audience opinion,” and should not be 
considered “expert,” like opinions from professionally-
trained coaches.  

Our second study shows that users found feedback from 
non-experts to be helpful and accurate. More specifically, 
the participants evaluated the comments and ratings of the 
quantified feedback as accurate and constructive. Positive 
comment ratings from participants indicate that Turkers 
can collectively offer helpful and accurate feedback, 
despite varying quality of individual comments. 
Participants also noted that, while graphs helped visualize 
nonverbal behavior, comments personalized the feedback. 

In our third study, conducted outside of the lab, we 
evaluated our current system against a control case where 
users only receive generic feedback. Our current version of 
the feedback, consisting of human insights, automated 
rankings, and automatically-extracted features of 
nonverbal behavior, was rated to be helpful, personalized, 
and relevant, significantly more so than the video with 
general tips only. All participants expressed interest in 
using the ROC Speak system again for public speaking 
practice. 

FUTURE WORK 
We do not envision our system replacing expert help on 
improving nonverbal communication skills. Instead, our 
system serves as a supplement to existing methods, 
encouraging superior individual practice, especially if 
interaction with experts is inconvenient or impossible. 

Some features can be refined in the current version of the 
ROC Speak system. Our future work will include support 
of Microsoft Kinect to add more fine grain analysis on 
body movement.  For this experiment, we used the readily-
available Turkers to comment on videos in exchange for a 
monetary incentive. However, our framework has the 
functionality for users to share their data with trusted 
circles in social media, allowing them to receive respectful 
feedback privately. Many individuals may not feel 
comfortable sharing their data, yet still want to receive 
personalized feedback. Given the latest advances in deep 
learning on generating freeform language descriptions of 
image regions [28], it may be possible to automatically 
generate captions for a video, addressing these privacy 
concerns.  

Over time, ROC Speak could potentially amass the largest 
set of naturally-occurring nonverbal data ever collected, 
opening up new ideas and algorithms for behavior 
modeling. We look forward to sharing the framework and 
data with the research community. 

CONCLUSION 
In this paper, we presented ROC Speak, a ubiquitously-
available framework for receiving personalized feedback 
on nonverbal behavior. We have developed a system that 
uses semi-automated human insight to interpret and 
contextualize human nonverbal behavior in the setting of 
public speaking. Our system automates the process of 
requesting feedback on nonverbal behavior from humans, 
compiles and ranks the comments and ratings, and 
visualizes them alongside fully-automated, quantitative 
interpretations. 

Though we have validated our prototype in the context of 
public speaking, there are other areas in which our system 
could be used. As an automated sensing platform that can 
generate social cues and record fine-grained continuous 
measurement autonomously, this system can be deployed 
outside of the lab or school, increasing both the quantity 
and quality of data inexpensively and unobtrusively 
impacting areas like mental health and behavioral 
assessment. The most exciting part of this technology is 
that it places users in the driver’s seat, providing an 
opportunity to improve their interaction skills.  
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