Abstract
Several studies have investigated the relation between information structure and intonation structure. Few studies however have investigated this relationship empirically using natural face-to-face conversations. The current study explores this relation using a large corpus of face-to-face conversations on a map navigation task. In this task dialogue partners sometimes do and sometimes do not have common ground, depending on the differences between their maps. The corpus is therefore ideal to investigate differences between given (theme) and new information (rheme). The current paper presents a technique of automated speech segmentation and transcript time stamping and applies this technique to determine prosodic differences in information structure. Confirming several theoretical studies it shows that the average pitch of the rheme in a turn is significantly higher than the average pitch of the phrasal theme of that turn, showing the relation between information and intonation structure.

Keywords: information structure, intonation structure, theme; rheme; prosody; pitch, multimodal communication.

Introduction
Multimodal communication is comprised of various modalities, both linguistic (intonation and information structure) and non-linguistic (facial expressions, eye gaze and gesture). Despite the deceptively simple appearance of these communicative tools in human-human face-to-face conversation, relatively little is understood about their interaction and alignment. The current paper focuses on the relation between the two linguistic modalities: theme and rheme in language and the prosody in speech.

Knowing the nature of the relation between these modalities can shed light on various areas of cognitive science. From a psychological perspective, an understanding of the interplay of modalities can help us understand language and communication (Clark, 1996). Limited experimental research is available that can help determine whether modalities can be substituted or whether they are complementary (Doherty-Sneddon, et al., 1997).

From an educational perspective, an understanding of modalities can help answer questions regarding student motivation, interest, and confusion, as well as how instructors and tutors can monitor and respond to these cognitive states (Kort, Reilly & Picard, 2001). But with little information available on the conditions under which students use modalities, tapping into students' cognitive states is difficult (Graesser, et al., in press).

From a computational perspective, an understanding of the interplay between modalities can help in the development of animated conversational agents (Louwerse, Graesser, Lu & Mitchell, 2005). These agents maximize the availability of both linguistic (semantics, syntax) and paralinguistic (pragmatic, sociological) features (Cassell & Thörisson, 1999; Massaro & Cohen, 1994; Picard, 1997). But without experimental data on multimodal communication, the guidelines for implementing human-like multimodal behavior in agents are missing (Cassell, et al., 1994).

In an ongoing project on multimodal communication in humans and agents, we are investigating the interaction between dialogue act, speech, eye gaze, facial movements, gesture, and map drawing. The project aims to determine how these modalities are aligned, whether, and if so when, these modalities are observed, and whether the correct use of these channels actually aids comprehension.

Due to the inherent complexity of multimodal communication, controlling for genre, topic, and goals during unscripted dialogue is crucial. With these concerns in mind, we used the Map Task scenario (Anderson, et al., 1991), a restricted-domain, route-communication task. In the Map Task scenario it is possible for experimenters to determine exactly what each participant knows at any given time. In this scenario, the Instruction Giver (IG) coaches the Instruction Follower (IF) through a route on the map.
By way of instruction, participants are told that they and their interlocutors have maps of the same location, but drawn by different explorers, and so are potentially different in detail.

Sixteen different maps were used, each varying according to the presentation of landmarks, route shape, and method of distortion in the IF map. For instance, IF’s maps were distorted with blurred out portions of the map, as shown in Figure 1. The goal of these differences was to elicit dialogue between the participants in a controlled environment whereby dialogue partners sometimes do and sometimes do not have common ground, depending on the differences between their maps. These discrepancies in common ground can be resolved through multimodal communication. Dialogue partners can maintain common ground by using different modalities including eye gaze, facial expressions, gestures, content information or intonation. Elsewhere (Louwerse et al., 2006; 2007) we have reported on the relation between both linguistic and non-linguistic modalities. The current paper investigates the relationship between these two modalities and tests whether information structure can predict patterns in intonation structure.

**Information and Intonation Structure**

Several studies have discussed the relationship between information and intonation structure (Halliday, 1967; Pierrehumbert & Hirschberg, 1990). In Steedman’s (2000) Combinatory Categorial Grammar (CCG), theme and rheme are defined as the basic elements of information structure. Steedman distinguishes the shared topic between interlocutors as the theme and the new information introduced into the dialogue as the rheme. Theme and rheme can next be divided into focus and background. The focus (or contrast) provides alternatives that distinguish the referent of a referring expression from the alternatives that the context affords. The background is everything else. The following exchange, taken from the multimodal communication corpus (Louwerse, et al., 2006; 2007), illustrates these concepts (Example 1). The IG starts speaking and the IF’s reply is analyzed in terms of theme/rheme, background/focus.

**Example 1**

IG: then you’re gonna- ok. Then you’re gonna stop. OK and now you’re gonna start curving down and when you go down, do you see a purple rectangular alien to the left?

IF: uh... is it right above a blue rectangular alien?

Steedman (2003) made the claim that theme and rheme can be discriminated in terms of pitch accents, and adds that theme and rheme expose a particular intonation pattern dependent on the common grounds between the speakers. The common ground can vary for instance in function of the agreement between participants. Table 1 illustrates Steedman’s proposal.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Disagree</th>
</tr>
</thead>
<tbody>
<tr>
<td>L+H*</td>
<td>L*+H</td>
</tr>
<tr>
<td>H* or (H*+L)</td>
<td>L* or (H+L*)</td>
</tr>
</tbody>
</table>

L, H, H*, L* are the transcription conventions for intonation and prosody as described in Pierrehumbert (1990). “H” and “L” represent “high” and “low” tone, and “*”
denotes that the tone is aligned with a stressed syllable. “+” is a “followed-by” notation. As for the interplay between focus and background, Steedman’s prediction is that focus is marked by prominence in pitch compared to the background and is also emphasized. On the other hand, background is usually unaccented and can even be omitted entirely from conversations. In other words, the theme/rheme partitioning determines the overall intonation pattern, whereas the focus/background partitioning determines the placement of pitch accents.

Despite the fact that there are a number of studies making the link between intonation and information structure at a theoretical level, there is relatively little research that has investigated this link empirically using naturally occurring speech outside of an experimental setting. An exception is Calhoun (2006) who conducted a series of production and perception experiments, showing that differences in pitch mapped onto differences in theme and rhyme and extended this conclusion with evidence from corpus linguistic data using the Switchboard corpus. More specifically, Calhoun showed focus is signaled through the alignment of words with prosodic structure.

For the purpose of the current paper, we will however not discriminate between focus/background, because the utterances of interest are phrases which the focus is part of. Take for instance Example 1. Instead of saying “uh is it right above a blue rectangular alien?” the IF could say “blue rectangular alien” where “blue” and “rectangular sign” are similar to a theme/rheme pair.

After a manual inspection of a sample of conversations from the Multimodal Map Task corpus, Guhe, Steedman, Bard and Louwerse (2006) observed that, on average, rhyme has a higher pitch than the theme (see Example 2).

**Example 2**

IG: OK. Do you have a black triangular sign?

IF: No, I have a red triangular sign

In this example the common ground between the speakers is confined to a triangular sign, which is the theme of the dialogue. However, it happens that the speakers don’t agree on its color red. Within the IF’s utterance red is found to conceive a higher pitch than “triangular sign”.

The current study extends Guhe et al.’s study by taking the same corpus, automatically segmenting the turns and words in the speech, and automatically identifying theme and rhyme in the transcripts in order to test whether they differ in terms of prosody in natural face-to-face communication.

**Turn Segmentation**

Various spoken cues have been used over the years to segment turns, including pitch ranges, preceding pauses, speaking rate, amplitude and pitch contour (Brown, 1983; Grosz & Hirschberg, 1992; Swerts & Ostendorf, 1995).

In this paper, we have used pauses as the initial parameter to detect the beginning and end of a turn in a natural conversation. In the data collection, we used the Marantz PMD670 recorder which enables recording of speech of IG and IF on separate audio channels. Pauses were analyzed using the upper intensity limit and minimum duration of silences. In measurement of intensity, minimum pitch specifies the minimum periodicity frequency in any signal. In our case, 75 Hz for minimum pitch yielded a sharp contour for the intensity. Audio segments with intensity values less than its mean intensity were classified as pauses. We thereby used mean intensity for each channel rather than a pre-set threshold. This enabled our pause detection system to properly adapt to the diverse set of voice properties of the participants. Any audio segment with silences more than .4 second was denoted as pauses. However, the extracted turns were manually inspected to account for different kinds of pauses in the speech signal (e.g. hesitations vs. end of turn). The speech processing software Praat (Boersma & Weenink, 2006) was used to perform all calculations to identify these pause regions.

The pause detection algorithm was used separately on the right and left channels of each audio file to detect time-stamp information of turns for both IG and IF. Two audio channels contain separate information for IG and IF, respectively. Using the pause detection algorithm, the beginning and ending time of each turn for both IG and IF are stored separately. Later, the time stamp information for both IG and IF are merged into one file to potentially detect and discard segments where two participants speak at the same time (overlapping speech being difficult to analyze). Examples are given below (Case 1 and 2).

Case 1 depicts the ideal cases where one of the participants is silent while other participant is speaking. Case 2 introduces the challenge of segmenting a conversation as two people speak at the same time. Due to a few cases of both of the participants speaking at the same time, it was not possible to attain 100% accuracy in segmenting the audio files in turn level. The chosen audio files, each containing a little more than 80 turns, were processed using the proposed turn detection framework based on pauses. For each audio file, our system was able to map a turn as defined in the transcript into the corresponding audio segment more than 90% of the time with an average of 93% accuracy rate for all the speech files.

**Case 1:**

IF: is it right above..............a blue rectangular alien

<table>
<thead>
<tr>
<th>Start of a turn</th>
<th>pause</th>
<th>Continuation of the turn</th>
</tr>
</thead>
</table>

IG: .................. (pause)...........................................

Segmented turn:

IF: is it right above (...) a blue rectangular alien
Case 2:
IG: Go right............okay............then.. go straight

IF: .................okay.................ummm...okay...

Segmented turns:
IG: Go right
IF: Okay
IG: Okay (...) then. go straight.

Word Segmentation
In order to segment the words of each turn, the Lumenvox’s (www.lumenvox.com) Speech Recognition Engine was used, a flexible API that performs speech recognition on audio data from any audio source. One of the strengths of the Lumenvox system is that it is speaker-independent. Spontaneous speech can thus be segmented and recognized based on an acoustic model and a language model. The system provides an API to identify the starting and ending time for every recognized speech unit in the output. This suggests that we have the necessary information to identify the starting and ending times of the leaf node (i.e. the word) of the parse tree induced from the grammar.

A significantly small number of words are used in IF’s turns. Indeed, 70% of these turns only contained less than three words, which is a reasonable representation of the conversational nature of the Map Task corpus, given the fact that IFs are generally waiting for instructions and acknowledging the information (Louwerse & Crossley, 2006). The IGs, on the other hand, used longer sentences with around 50% of the IG’s turns consisting of more than 10 words. The Lumenvox ASR performs well on shorter streams of speech, but like any other ASR systems, lacks in performance on longer streams of speech, even when the verbatim transcript is available and used for the only purpose of recognizing this specific stream. Average performance for turns with more than 10 words was low at 18.51% accuracy and satisfactory for turns ranging between 1-9 words 67.2%. IF turns typically fell in the latter range.

Contrast Marking
As described earlier, Guhe et al. (2006) observed that theme and rheme can be distinguished by their pitch features with which the corresponding words are realized. Guhe et al. therefore predicted that rheme has a significantly higher pitch than theme. A small sample of turns marking contrast confirms this prediction. In the current study we are using an automated approach to extract contrasts from the multimodal Map Task transcripts, and the segmentation techniques proposed above are thereby used to help identify the speech units from the corpora. Contrastive cases were selected using the following algorithm:

1) Adjacent IG and IF turn pairs were selected.
2) Two windows of size N were chosen in the turns (see Example 3).
3) These two windows shifted for the two whole turns. Within the window it was determined whether there was a match of N-1 words. If this was the case, the pair was considered as a potential theme/rheme pair.

Example 3
IG: We're drawing parallel to the bottom of the page again almost. Uh. there are three purple bugs.

IF: I see three white bugs.

In the current experiment, we set the window size to N=3. In Example 3, the two turns will be chosen because “three purple bugs” and “three white bugs” have two words in common (i.e. N-1=2). This algorithm narrowed down the 25,000 turns of the 258 conversations to 458 turns, all of which were potential candidates for theme/rheme pairs.

In order to precisely derive the pitch information, we needed to filter out noise in the speech data. The pitch for human vocals typically ranges from 100 Hz to 150 Hz for men, and from 170 Hz to 220 Hz for women. We conservatively filtered out the sound information outside the [75-300] range that was caused by noise or non-speech related sounds.

Results
The average of pitch across four different types of speech segments was computed: 1) the rheme 2) the head of the phrase that formed the theme (e.g. the head of the NP), 3) the phrase itself (e.g. the NP) and the 4) whole turn containing the theme/rheme pair. In Example 3, the rheme is white, the head word of the theme phrase is bugs, the theme phrase is three bugs and the whole turn is I see three white bugs. Following Guhe, et al. (2006) we predicted the average pitch for rheme to be higher than the average pitch computed on the theme segments (head, phrase and turn).

Table 4 presents the results of the analysis. All pitch information showed the expected patterns with the pitch for rheme being higher than the pitch for theme. The difference did not reach significance at the turn level, reached marginal significance in a one-tailed test at the head level ($t\ (45) = 1.42, p = .08$) and significance at the phrase level ($t\ (45) = 1.81, p = .04$).

<table>
<thead>
<tr>
<th>Theme</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head</td>
<td>158.02</td>
<td>48.67</td>
</tr>
<tr>
<td>Phrase</td>
<td>156.80</td>
<td>44.53</td>
</tr>
<tr>
<td>Turn</td>
<td>163.44</td>
<td>39.61</td>
</tr>
</tbody>
</table>

Table 4: Mean and SD of pitch of theme and rhyme
Conclusion

The current study has explored the relation between information and intonation structure. Several studies have investigated this relation, but few have done this empirically using natural face-to-face conversations. We have used a large corpus of face-to-face conversations on a map navigation task. In this task dialogue partners sometimes do and sometimes do not have common ground, depending on the differences between their maps. The corpus is therefore ideal to investigate differences between given (theme) and new information (rHEME).

We presented a technique of automated speech segmentation and transcript time stamping and applied this technique to determine prosodic differences in information structure. Confirming the argument made in a number of theoretical studies the results show that the average pitch of the rHEME in a turn is significantly higher than the average pitch of the phrasal theme of that turn in natural face-to-face communication.

Automated sentence segmentation based on pauses and word segmentation based on automatic speech recognition techniques were employed to help mine the prosodic features of contrasts. Future work includes how to improve the speech segmentation techniques. A proposed method is that, instead of using turns for word segmentation, dialogues acts are used. This would boost the performance of the word segmentation, but would on the other hand, put an extra burden on the dialogue act segmentation. An alternative possibility is to adopt a recent sentence segmentation tool, nailon (Edlund & Heldner, 2006), which segments continuous streams of speech based on the fusion of prosodic features such as pauses, duration of voicing, intensity, pitch, pseudo-syllable durations, and intonation patterns.

The current study focused on the two linguistic modalities of information and intonation structure. Louwerse et al. (2007) provided insight into how eye gaze, facial movements, speech features, map drawings, and dialogue structures correlate with each other and which dialogue acts best predict the expression of a particular modality. Evidence of a mapping between linguistic modalities as well as between non-linguistic modalities is emerging, however, the exact nature of the alignment and whether these modalities add or substitute information remains an open research question.
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