What Speech Tells UsAbout Discourse: The Role of Prosodic and
Discour se Featuresin Dialogue Act Classification

Mohammed E. Hoque, Mohammad S. Sorower, MohammedieMax M. Louwerse

Abstract— This paper explores the relative importance of
discour se features, prosodic features and their fusion in robust
classification of speech acts. Five different feature selection
algorithms were used to select set of features to improve the
robustness of the classification. The natural synergy between
subset of prosodic and discourse features was then used to
model the speech acts using different categories of classifiers.

|. INTRODUCTION

systems like these is that they solely focus on discourse
features, making it unclear whether, and to what extent,
other modalities, like speech features, also contribute to
speech act classification. Moreover, only relying on

discourse features makes online classification problematic.
Whereas offline classification may work well because of the
availability of discourse features that were carefully

transcribed from speech, online classification does not have
access to these features due to the far from optimal

Understanding and producing multimodal communicatioperformances of speech recognition systems.
in humans and agents requires an understanding not only oft seems easy and logical to consider prosodic features in
the semantic meaning of an utterance, but also of tBgeech act classification. In the example used earlier (“go
intended meaning behind that utterance. Take for instaneetween those”) by analyzing the intonation pattern (e.g.
an utterance like “go between those”. This utterance coulging or falling pitch), the utterance can be classified as a
be interpreted as an instruction (“you should go betwe@estion or an instruction. Natural conversations, however,
those!”), as a yes/no question (“should | go betweeirn out to have little variation in pitch contour and
those?”), as an acknowledgment (speaker just stated “@déonation pattern for many speech acts.
between those” and the respondent confirms acknowledging Let us illustrate this with an example from a large corpu
the utterance by repeating “got it, go between those”). In &f natural multimodal communication, to be discussed
three cases the semantic meaning of the utterance is li¢dow. Figure 1(a) shows the pitch contour of a small
same (there is an event of going and an implied patientségment of a conversation between two dialogue partners,
undergoing this event). What differs is the pragmatiehere one initially asks a question (‘in between those?”)
meaning behind each of these utterances. This pragméaiid the other reaffirms by responding (“uh-huh, in between
meaning can be captured in speech acts, like questioli¥gse.”). Figure 1(b) and 1(c) shows the pitch contouhef t
commands, promises, warnings. Knowing what speech &ame statementn( between thoge used in two different
an utterance can be classified in can help reveal k&ys, a question and statement. From Figure 1, it is evident
pragmatic meaning [1][2][3][4]. that there are a few noticeable differences between the pitch

Speech acts are known to shape the structure of tbentours, despite the fact that the two utterances mark
dialogue and can often be helpful in predicting théifferent speech acts (instruction and yes/no question).
intonational patterns for a dialogue. Studies [5][6] have The little variation in pitch contours perhaps explains the
shown that the sequence of speech acts and the associaiétively low accuracy in speech act classification obtained
between such acts and observed intonational contours €afbugh prosody only, ranging from 40-43% [12][13].
significantly help the performance of speech recognition The performance of speech act classification systems can
engines. Speech acts have even proven to be usefulyiyhaps be improved by fusing prosody and discourse
predicting eye-brow movements [7] and modalities like e3)|‘??n‘ormation together. The classifier should not only be

gaze, facial expressions and route drawings [8]. _capable of disambiguating discourse information, but should
Successfully classifying utterances into speech acts is i "
So compensate for the low word recognition rate of the

research challenge for computational linguists, enginee h ) b . dv. th L tacti
computer scientists and psychologists alike. Most speech ag{eec €ngInes by using prosoady, thus minimizing syntactic
gﬂd semantic search complexities [14][15]. Also, it is

classification systems rely on discourse features to assi

utterances to a speech act [1][9][10][11]. The problem Witﬁnportgnt to study the relative impo.rtanc'e .of the features
from discourse and speech data by identifying features that

are more important into the classification decision. This
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feature selection framework not only provides useful cues
regarding which features are more relevant for a particular
dialogue act, but also helps to reduce the dimensionality of

the feature set by eliminating collinear features. In the past,
speech act classifications have been performed with one or
two classifiers, like support vector machines and hidden
markov model [12][13]. However, we argue that

effectiveness of a feature set is dependent on the

(e-mail: characteristics of classifiers. While a certain feature set may



work well with one classifier, it may fail for others.collaborates with the other partner, known as Instruction
Therefore, it is important to create models of features usii@llower (IF), to reproduce on IF's map a route printed on
a variety of feature selection algorithms and test thod€&'s (Figure 2). However, the maps of the IG and IF are not
models across a diverse set of classifiers. Through thientical. Different landmarks or features of landmarks are
approach, it may be possible to identify discourse anded. Moreover the color of some landmarks on IF's map,
speech feature sets that are robust across all the diverseaset obscured by an ink blot. The differences are
of classifiers. intentionally designed to elicit dialogue in a controlled
This paper addresses the questions of relative importarag/ironment based on common ground and differences in
of discourse features, speech features and their fusiontlreir maps. These inconsistencies between the maps are
speech act classification. To address such questions and ergeected to be resolved through multimodal communication
the synergy, a subset of speech and discourse features Haateveen the IG and IF.
been identified using 5 different feature selection algorithnms
and then tested with 7 sets of classifiers allowing for |a
comparison of features, classifiers and modalities.
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Time (s) ’ Figure 2. Example of maps. IG map presented onliE€& map (with route
(a) A segment of a map-task conversation drawn by IF) on right.
Speaker A: in between those?
Speaker B: uh-huh..in between those The current corpus consists of 256 conversations from 64
participants. All the participants were instructed to perform
) ' it Detweeto...fhose the role of IG (4 conversations) and the role of IF (4
g i between.....those 8 conversations). Different maps that varied in terms of
2 1 4 I I homogeneity of objects were used in each conversation.
= | s = .
& o Figure 2 demonstrates an example of the maps for the IG
and IF. The participants included 62% of female, and 39%
Time (5) Time (s) of African American and 57% of Caucasian. For this
(b) Speaker A: in between those?  (c) Speaker Befween those. experiment, 16 conversations were randomly sampled
totaling 72 minutes of dialogue with different participants
Figure 1: Pictorial description (pItCh) of a caskene prosody fails to and different maps for each Conversation. Be'ow we focus

distinguish between a question and statement

(a) The overall conversation in context, (b) Questnade by Speaker A; on those aspects of the corpus relevant for this study.

(c) Response made by Speaker B. Thirty-two participants performed the multimodal Map
task, 21 of them females and 11 males. All of the
II. MEMPHIS MULTIMODAL MAP TASK CORPUS participants were native speakers of English. A Marantz

Our interest in speech acts stems from a lar PeMD670 speech recorder was used to record speech of I1G

. N sp . : Bhd IF on two separate (left and right) channels using two
muI.tlmodaI communlcatlpn project [16].[_17]..Th|s researcfAKG C420 headset microphones. Participants, seated in
pr01ect explp res .hOW different moda}l|t|es n face—to—fac?ront of each other, were separated by a divider to prevent
dialogues align with each other and t_rles to n_nplement_t_hpgl%y direct communication between them. They could only
rules extracted from human experiments in an art'f'c'%ommunicate through microphones and headphones, while

ponversatl.onal agent (ECA). The ECA is .expected tﬁ’1ey could view both the upper torso of the dialogue partner
interact with humans more naturally as a validation of thg d the map on a computer monitor in front of them. A

study. !n order to engage human participants mt(_) a naturceglored map was presented to IG with a route drawn on it
task oriented conversation, the Map Task scenario [18] hf’ssimilar to the one presented in Figure 2). The IG was

beeljrrclzgo,\jgn ?rz.i,rlleisggnﬁgal-i)?itgr?t;%rj;(uiﬁmental settin supposed to communicate the route information to the IF as
. P las P perin 9 g?:curately as possible. The 12 dialogue acts that are
which two participants Wprk together to achieve a Commotnpically used for Map Task coding were used [1][2]. Table
g?t?iltrz;rri]lmug dr:ang(t)ggersagtlorl]ﬁst(r)urrt}ior?f g]iserpar(tl'gl)o anvtlsho%/presents an overview of these dialogue acts with necessary
y descriptions and examples. The utterances of half of the



conversations were manually coded as one of the twelFgure 4 gives an example of how a conversation gets seg-
dialogue acts. Inter-rater reliability between the coders mented into turns. Note that turn 3 contains more than one
terms of Cohen's Kappa was satisfactory at .67. Codeygeech act and thus, needs to be segmented further.
resolved the conflicts, primarily relating to theTherefore, some manual inspection was needed to segment
acknowledgment dialogue act, and coded the remainitige conversation into speech acts from turn levels.

transcripts for dialogue acts.

IG: Goright........... okay............ then..go straight
I1l. PROPOSEDAPPROACH s —r —— ————
The proposed approach consists of five main compone turnl | pause |turn3| pause| cont. of turn3
as shown in Figure 3, namely, |I) segment the conversati
automatically into turns, 11) extract (manually) dialogue act| IF: .............. OKAY ..o
from turns (if applicable) and then label them using huma e "
experts, Ill) mine the feature-space to select novel prosoq pause [turn2]| pause

and discourse features from the audio-visual corpus, |
fusion of prosodic and discourse features, and V) u{ Segmentedturns:

various machine learning techniques for classification ¢ U 1-1G -Go right

dialogue acts. Subsequent subsections briefly discuss e turn 2- IF -Okay .
module of the proposed speech act classification system. turn 3- 1G -Okay...... then...go straight

Segmented speech acts:
Tors turn 1- IG - Go right(Instruction)
Conversation§ | segmentation turn 2- IF - Okay(Acknowledgment)
turn 3- IG - Okay(Acknowledgment)
¢ turn 3- IG - Then...go straigh@instruction)
Manually
mapping turns into
dialoque aci Figure 4: Example of how turns are segmented fronversations
B. Features Extraction
Feature Feature Prosodic features related to pitch, intensity, formant,
extractions extractions . .
(Prosod) (Discourse duration, pauses, rhythm were extracted (details are

provided in Table 2). Discourse features that were extracted

Fusion of features included parts of speech tagging and sequence, dialogue
(Prosody + Discourse) history, probability of one utterance belonging to 13
different categories using Probabilistic Latent Semantic
; , Analysis (PLSA) [20], as shown in Table 2.
Classification
of dialogue acts C. Features Selection and Classification

To boost the performance of speech act classification,
Figure 3: High Level diagram of the dialogue aesssification system.  extracted discourse or speech features are often projected
onto the low dimensional subspace [13][21] (for instance

To detect the turn, the speech signal from the IG and lljﬁing principle. components analysis'anq linear discriminar)t
have been considered simultaneously. The pauses in spoﬁQﬁIyS'.S)' While the subspace projection adds vallues n
words were used as the feature to detect the beginning dmgroving the performapce of model, b,Ut often fails to
end of a turn in a natural conversation. Pauses were detec@@gWer important questions such as which set of features
on each audio channel using the upper intensity limit arf@™y most information. To solve this problem, a few feature
minimum duration of silences. In measurement of intensitWining algorithms are used for the selection of features. The
minimum pitch specifies the minimum periodicity frequencyelected set of features is used as input to various machine
in any signal. In this case, 75 Hz for minimum pitch yieldeéarning techniques (for example, Bayes, Functions, Meta,
a sharp contour for the intensity. Audio segments witlirees, and Rule based classifiers) to model different speech
intensity values less than its mean intensity were classifiagts.
as pauses. Thereby, mean intensity for each channel rather
than a pre-set threshold was used, enabling our pause IV. RESULTS ANDDISCUSSIONS
detection system to properly adapt to the diverse set of voiCer e gifferent feature sets were created for prosody and

properties of the participants. Any audio segments W"@ﬁgcourse using five different feature selection algorithms,
s

silences more than 0.4 seconds were denoted as pauses. f as. Subset Evaluator (Best First), Chi Squared Atribu

speech processing softwdpPeaat [19] was used to perform )
all calculations to identify these pause regions. Evaluator (Ranker), Consistency Subset Evaluator (Greedy

A. Turn segmentation



TABLE 1. SPEECHACT CATEGORIES(DESCRIPTION AND EXAMPLES the highest accuracy of distinguishing any of the 13 speech

DialogAct Description acts 65% of the time, using features suclke, number of

INSTRUCT CGombmands pa;]””er to carryr?ut action parts of speech (cardinal number, determiner, noun, verb,
0 between the two green houses. and adjective), number of words in each speech act, the first

EXPLAIN ISrt]ates information not directly elicited by partne 5 sequence of the parts of the speech, previous two speech
ave a set of four hours
CHECK Requests partner to confirm information aCtSf . .
So, between the green and blue one? Finally, the prosodic features were fused with the
ALIGN Checks attention, agreement, readiness of parther discourse features to boost overall classification accuracy. A
Ok, do you see those two blue cars? simple feature level fusion of the discourse and prosodic
QUERY-YN | Yes/no question that is NOHECK Or ALIGN features yielded an average of 65.60% accuracy, with the
Do you see the house? highest of 70.56% obtained using the meta based classifier.
QUERY-W Any query not covered by the other categories Based on the observation, it can be inferred that adding
What do | do after | cross the house? prosody with discourse in MapTask corpus does boost the
ACKNOWL | Verbal response minimally showing overall accuracy as demonstrated in Figure 4. For example,
understanding for Function based classifiers, the performance increase was
Uh huh.
REPLY-Y Reply to any yes/no query with yes-response up to 8.33%. L
Yeah, | see the house. Table 3 and 4 also show that the classification
REPLY-N Reply to any yes/no query with no-response performance of. LogitBoost, a log t?asgd classifigr, is
No, no house there. noticeably consistent on average Yyielding the highest
REPLY-W Reply to any type of query other than ‘'yes or ‘'np’ Performance across the three categories (speech, discourse
| see a car. speech and discourse). The fusion and normalization of data
CLARIFY Reply to question over and above what was asked from the two linguistic modalities speech and text, is a
Cross the car and there is a house difficult problem. LogitBoost shrinks the dynamic range of
READY Preparing conversation for new dialog game the prosodic and discourse features. The monotonic
Alright, you are going to start at the top. logarithmic mapping thus makes LogitBoost more consistent
UNCODBL__| e.g. laughing and robust than the other classifiers used in this papEo.

step wise), and Gain Ratio Attribute Evaluator (Ranker)[23;|mpr0ve the performances of other classifiers, a better

Seven different categories of classifiers - Bayes, Functiofgrmalization approach is required and will be explored in
Meta, Tree and Rule were used to model 12 speech aglg e work.

using the_feature _sets. This helped to identify the rolaist s |1 ig noteworthy that the two linguistic modalities, prdg
of prosodic and discourse features that can be used t0 Mogg} discourse features, correlate in the mistakes they make
the gpegch acts using d!verse classifiers. For exampleihe speech act classification process (88,p < .001,N
combination of four prosodic features, suchrate (IG or — 156). Whereas we had expected that prosody would
IF), duration of the speech act, average value of the secopgptyre differences between speech acts like instruction and
formant, and speaking ratevere found to be the most gyery-yn, and discourse would capture differences like
important  features using SubSet evaluator and ifgply-y and reply-n, this is not what the current restitsis
performance was comparable to the model which employggpanations need to be further investigated, but sample size
5_0 prosodic features. Chi S_quared Attrlbu_te evaluateg, some of the dialogue acts, ambiguity in the coding
yielded features such aspeaking rate, duration of the system, and limited lexical and prosodic variation in natural
speech actgtime,.role, number qf voice breaks in a dlaloguespeech are some of the tentative explanations.
act as the optimal feature. with regsonable accuracy rate.j; js also surprising that the probability values for eegi
Feature sets generated using Consistency Subset Evalugi@drance belonging to a certain class obtained from PLSA
were able to classify 13 different speech acts 48% of th€ned out to be very insignificant. One potential
time in average, using features suchrake, energy, FO eyplanation is that PLSA is suited for larger paragraphs,
related statistics, statistics related to second and thirginereas most of the current corpus consists of smaller
formant, number of voice breaks, pauses, and number g{erances (5-6 words per utterance on an average). The low
rising and falling edges a dialogue act. ~ performance of the PLSA may also be explained by the
_ A similar procedure was employed to identify the optima\aximum Likelihood (ML) that is used to estimate the
discourse feature sets and test their accuracy. Fgbdel parameters (distribution of words per speech acts and
SubsetEvaluator feature selection algorithm, features Suglx distribution of speech acts in the corpus). Given the
as, role (IG or IF), number of words in each speech aClgparse nature of the term-dialogue matrix it is hard to
previous speech act, the first three sequences of the paft%é‘ﬂ(imate the model parameters using the classic ML.
speech of the speech agielded comparable accuracy in  Fytyre effort on speech act classification will include
compare to another model with more than 100 discourggsion of classifiers by utilizing their diversity in the

features. ~ Consistency Subset Evaluator, however, yieldggcision process. In this experiment, it was evident that



certain classifiers work best under certain conditions withased classifiers, Bagging and LogitBoost, provide the
different kinds of feature sets. For example, from Table 4, hiighest average accuracy for prosody and discourse,
can be inferred that function based classifier SMO providesspectively. Therefore, future efforts will include fusion of
the highest average performance enhancement by fusionttofse classifiers considering the diversity of their decision
prosody and discourse. But Table 4 also shows that mepmocess.

TABLE 2: THE PROSODY AND DISCOURSE FEATURES EXTRACTED FROMARIOGUE ACTS AND THEN OPTIMAL FEATURES WERE IDENTIED

Features Optimal features
Minimum (pMin), Maximum (pMax), Mean (pMean), Stamrd Deviation| pMin, pMax, pMean,
Pitch (pSD), Absolute Value (pAV), Quantile (pQ), Unvoit¥oiced frames of pAB, pQ, puVv
pitch (pUV).
Intensity Minimum (iMin), Maximum (iMax), Mean (iMmn), Standard Deviation iMin, iMax, iQ
(iSD), Quantile (iQ)
Formant Average value of first formant (fVall), saed formant (fvVal2), third formant fVal2, fvVal3, fBand1,
(fval3). Average bandwidth of first formant (fBarldl second bandwidth fmean3,
(fBand2), third bandwidth (fBand3), Mean of firsirinant (fMeanl), second fMean3/fMeanl,
formant (fMeanz2), third formant (fMean3), fMean2#sin1, fMeanf3/fMeanl f1STD, f3STD
Prosody Standard deviation of first formant (f1STD), secdiedmant (f2STD), third
formant (f3STD), f2STD/f1STD, f3STD/f1STD
Duration duration of the dialogue act (ddgye, eneignt [21] D1, &ime
Pauses percent of Unvoiced Frames (pUF), # of VBiemks (#OVB), percent gf #OVB, pVOB, nP, adp,
Voice Breaks (pVOB), # of Pauses (nP), maximunmation of Pauses (mdp), mdp, tdp
average duration of pauses (adp) , total duratid®aases (tdp)
Rhythm speaking Rate (SR). SR
Edges Magnitude of the highest rising edge (mhmagnitude of the highest falling #re, #fe
edge (mhfe), average magnitude of all the risingesd(amare) average
magnitude of all the falling edges (amafe), #isihg edges (#re), # of falling
edges (#fe).
Misc. jitter (jt), shimmer (sh), energy (e), powpy, role Role, energy
Parts of speech sequence in each utterance [P1-P30] P1, P2, P3, P4, P4, P§,
P6, P7
Number of words in an utterance [WC] wcC
Discourse Probabilistic Latent Semantic Analysis (PLSA) [2@lues for each utterance belonging to a
cluster (Model fitting with the EM algorithm) [cltex1-cluster12]
Previous speech acts (prevl, prev2) Prevl, Prev2
Parts of speech tagging [22] CD, DT, EX, IN, JJ,
VB, VBN, WP, VBP

TABLE 3: ACCURACY OF CLASSIFYING13 DIALOGUE ACTS WITH PROSODY ONLY DISCOURSE ONLY AND BOTH (PROSODY+ DISCOURSE, MO= ALL THE
FEATURES M1= SUBSET EVALUATOR (BESTFIRST), M2= CHI SQUARED ATTRIBUTE EVALUATOR (RANKER), M3= CONSISTENCY SUBSET EVALUATOR
(GREEDY STEP WISE, M4= GAIN RATIO ATTRIBUTE EVALUATOR (RANKER).

Feature Accuracy to classify 13 dialogue acts (%)
Selection
Algorithm Bayes Function | Meta based Meta Tree Tree Rules Avg.
based based classifier based based based based Accuracy
classifier | classifier classifier | classifier | classifier | classifier (%)
Bayes Net SMO LogitBoost Bagging Random J48 Decision
Forest table
Mo 42.67 49.22 50.06 51.72 50.36 40.43 49.24 47.67
"E M1 50.28 47.95 48.01 49.38 42.75 43.08 50.5(¢ 47.42
8 M2 46.67 48.07 47.65 48.64 37.56 47.14 50.3¢ 46.58
o M3 46.68 48.60 48.73 51.84 49.42 41.34 49.0% 47.91
M4 46.32 47.99 47.89 48.85 42.34 42.06 50 46.49
o MO 61.66 68.16 67.02 64.62 65.5 66.03 64.34 65.33
£ M1 66.48 60.88 64.98 61.97 60.52 63.17 61.28 62.71
3 M2 64.25 59.56 67.74 62.7 65.13 66.03 62.45 63.99
a8 M3 64.73 64.60 66.54 63.37 64.6 66.45 64.15 64.92
M4 61.35 54.7 62.57 64.11 62.76 63.41) 62.97 61.69
< MO 58 69.21 70.56 65 64.04 66.35 66.10 65.60
g M3 63.46 64.93 68.2 63.09 63.95 65.46 64.15 64.74




TABLE 4: COMPARISON OF CLASSIFIERS IN SPEECH ACT CLASSIFICATN [71 M. L. Flecha-Garcia, Eyebrow Raising and Commuidcatin

Classifier Accuracy | Accuracy Accuracy Boost by Map Task DialoguesProceedings of the 1st Congress of the
Prosody Discourse Pr_osody & fusion International Society for Gesture Studig$niv. of Texas at Austin,
(%) (%) Dlsc(:)/ourse (%) TX, USA, 2002.

BayesNet 46.524 63.70 ¢ 2)0.73 4.67 | [81 M. M. Louwerse, N. Benesh, M. E. Hoque, P. Jeuni& Lewis, J.
SMO 48.37 61.58 66.71 8.33 Wu, M. Zirnstein (under review), Multimodal Commauation in
LogitBoost 48.47 65.78 69.38 5.47 Face-to-face Conversationtie 29th meeting of Cognitive Science

Bagging 50.09 63.354 63.05 -47 Society Nashville, TN, 2007.

Random 44.49 63.70 63.96 41 [9] E. Shriberg, R. Bates, A. Stolcke, P. Taylor, Drafisky, K. N. C.
Forest Ries, R. Martin, M. Meteer, and C. Van Ess-Dyke@an Prosody

Dei?fion :;;331 625022 (?551235 3%;; Aid the Automatic Classification of Dialog Acts iBonversational
Table ' ' ' ’ Speechlanguage and Speectol. 41, 1998, pp. 439-487.

. ANg, Y. Liu an . rioerg. utomatic lalog gmentatlon
10] J. Ang, Y. Liu and E. Shriberg. A ic Dialog tA®e i
and Classification in Multiparty MeetingslEEE International
Conference on Acoustics, Speech, and Signal Prioggss
This paper has addressed the questions of relative Philadelphia, PA, USA, 2005.
importance of discourse features, speech features and thigif D. Jurafsky, R. Bates, N. Coccaro, R. Martin, M.tée, K. Ries, E.
fusion in speech act classification. Five different feature Shriberg, A. Stolcke, P. Taylor and C. Van Ess-&yl, Automatic
selection algorithms and tests with seven sets of classifiers Detection of Discourse Structure for Speech Redimgni and
on a natural multimodal communication corpus showed that UnderstandingProceedings of the 1997 IEEE Workshop on Speech
certain classifiers work best under certain conditions with Recognition and Understandingp. 88-95, Santa Barbara, CA, USA.
different kinds of feature sets. That is, a one-size-fits-aft2l D- Surendran and G. Levow, Dialog Act Tagging véiipport Vector
approach for algorithms and classifiers does not vyield Machines and Hidden Markov ModelBroceedings of Interspeech
! . : Pittsburgh, PA, September, 2006.
optimal performance. Instead, a synthesis of algorithms a‘ﬂg R' SFeurLgan dez asg eFT \e/\; bicard. Dialog Act Classikn from
classifiers is needed. Similarly, the results presented h re] ) Lo ' g

. . N Prosodic Features Using Support Vector Machifrsceedings of
show that discourse and prosodic features are intrinsically Speech Prosody 200Bix-en-Provence, France. April 2002

related, whereby for speech act classification speech say$,3f g kompe, Prosody in Speech Understanding Syst@psinger-
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